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Dualband and multiband detectors have generated interest for their ability to measure two very
different wavelength bands simultaneously. The dualband detection is achieved by using two
different mechanisms to cover the two separate response bands: an interband process for the shorter
wavelengths, and free carrier absorption followed by internal photoemission for the longer
wavelengths. Previously the two processes have been modeled separately, and a reasonable
agreement has been obtained on the spectral shape, although the entire wavelength range has not
been covered in a single model. Also, the previous modeling efforts did not give an absolute scale
for the response, instead using an experimentally determined gained factor to fix the absolute
response. Here a model is presented �which does not use any fitting parameters� which can provide
absolute responsivity values and detector performance parameters. By using a Monte Carlo
approach including various scattering mechanisms, the carrier transport is modeled giving an
absolute value for the dark current and photocurrent. The results are used to predict the spectral
response for a GaN /AlGaN UV-IR dual band heterojunction detector. © 2008 American Institute of
Physics. �DOI: 10.1063/1.2967714�

I. INTRODUCTION

Multiband infrared detectors have seen increasing use in
recent years.1–5 Detectors covering a broad spectral range
while at the same time having the ability to tailor and/or tune
the spectral response range are in great demand. Dualband
UV and IR detectors could find applications in fields such as
fire fighting, where the ability to measure both UV and IR
would help in identifying the nature of fires. These detectors
would also be useful for space sensing as they would be solar
blind, and hence unaffected by the sun. Optimized dualband
detectors should show sensitivities similar to individual UV
and IR detectors, making them ideal for such applications.
Possible candidates for this role could be interfacial work-
function internal photoemission �IWIP� detectors, which can
be based on either homojunctions6 �HIWIPs� or
heterojunctions7 �HEIWIPs� for which the spectral response
models for free carrier response have been developed previ-
ously. These models use the absorption, photoemission, and
collection efficiencies to calculate the response. The model-
ing for the absorption efficiency is readily calculated using a
free carrier model, and the photoemission efficiency can be
reasonably calculated using an escape cone8,9 approach.
However, the lack of a complete model which predicts the
collection efficiency of the photoemitted carriers and any in-
herent gain of the detector has limited the predictive capa-
bilities of the models. Hence, while it has been possible to
predict the spectral shape of the response, the absolute value
of the responsivity requires the knowledge of the gain factor.
This can be estimated based on noise measurements assum-
ing that the photocurrent and noise gains are the same. Typi-
cally the two gain factors agreed to within a factor of 2, but

more accurate determinations require fitting the model spec-
tra to the measured response,10 and both methods do not give
an a priori value for the gain.

This work is an effort to remedy this deficiency and at
the same time to provide an approach that will allow the
calculation of structures involving more complicated transi-
tions, such as with both electrons and holes or from the light/
heavy to the split-off hole band.11 The key feature of this
approach is that it uses a Monte Carlo approach with the
appropriate scattering rates �as discussed later� to determine
both the probability of the carriers escaping from the emitters
and the probability of the escaped carriers reaching the con-
tacts and being collected. During this process, the model
does not explicitly calculate the photoemission and collec-
tion efficiencies separately, but instead obtains the product of
the two efficiencies. The combined escape and collection ef-
ficiencies will allow a direct determination of the absolute
response of the detector.

An additional advantage of this model is that it can be
readily extended to include additional absorption mecha-
nisms, such as dealing with interband processes for which
both electrons and holes are involved and also include impu-
rity response. The model also obtains a self-consistent elec-
tric field distribution in the structure and, hence, can deal
with both single emitter12 and multi-emitter structures.13 The
limiting constraint on the number of layers in the structure
will be the calculation time and the size of the matrices that
can be handled.

The model will be tested by fitting results for a single
barrier structure and using these to determine the optimum
parameters for a single barrier dualband design. Although
this is not the optimum design for a dualband detector, it
provides a simple test structure for demonstrating the dual-
band effect. For a practical dualband design, a three contact
structure with separate regions optimized for UV and IR re-
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sponses would be preferable. This would also prevent the
UV response from being saturated by the 300 K background
of the earth. The optimization of a multilayer structure would
follow the same procedure except that the capture of carriers
in the emitters would be more important for determining the
gain.

II. BASIC MODEL FOR THE DETECTOR
PERFORMANCE

The device modeling consists of three main sections
which will be solved simultaneously. These are �i� determi-
nation of the band edge within the structure, �ii� determina-
tion of the absorption at each position in the structure, and
�iii� determination of the photoemission and transport of the
carriers through the structure. The model will determine the
steady-state conditions of the device, considering carriers in
the conduction �electron� and valence �light hole, heavy hole,
and split-off hole� bands. However, it can be modified to
include transients in the detectors as long as the transients are
on a time scale that is slow compared to the time for a carrier
to transit through the structure.

The quantities that will be calculated at each point are
the conduction band edge �c; the cold carrier densities nce,
ncl, nch, and ncs for the electrons, light, heavy, and split-off
holes, respectively; the hot carrier densities nhe�v� ,v��,
nhl�v� ,v��, nhh�v� ,v��, and nhs�v� ,v��, where v� and v� are
the components of the velocity parallel and perpendicular to
the layers, respectively; and the fraction of impurities ionized
in the barriers f i. In addition, the total net charge for the cold
carriers and the Fermi level are calculated for each emitter
layer.

The device structure, as seen in Fig. 1, consists of a stack
of layers of different materials having large enough layer
areas so that it can be treated as infinite. This effectively
makes the calculation one-dimensional, with the differential
equations only depending on the direction perpendicular to
the layers. The carriers have a velocity component parallel to
the layers, but, as this is constant between collisions, it is
easily included as an additional parameter for each carrier
that is changed during the collisions. Throughout the discus-
sion, the doped conducting layers are referred to as emitters,
with the two outermost emitters also serving as part of the

contacts. The layers with only a residual doping will be re-
ferred to as barriers. The individual layers are further divided
into smaller sublayers, and all the quantities such as carrier
and doping densities, band edges, etc., are calculated and
stored for the intersections of the sublayers. At the intersec-
tion of an emitter and a barrier, the values are obtained sepa-
rately for each layer. This allowed the model to easily handle
quantities such as the doping and band edges that are discon-
tinuous at the interface between emitters and barriers. For
ease of calculation, all the sublayers within a given layer
�i.e., in a specific emitter or barrier� were chosen to have the
same thickness, although the sublayers of the barriers were
larger than for the emitters due to the relatively low net
charge density in the barriers compared to the emitters. To
perform the calculation, the differential equations were con-
verted into finite difference equations using five point ex-
pressions for the derivatives, so the equations at the emitter/
barrier interfaces can be evaluated using only points in the
emitter or the barrier as desired. This approach allows accu-
rate treatment of quantities that are discontinuous at the
emitter/barrier interfaces. The finite difference approach has
the advantage of allowing a rapid solution through the use of
matrix methods. This makes relaxing the difference equa-
tions to the exact solution much faster than using only a
shooting method,14 which is very slow for the stiff equations
in the model. The derivatives at the interface between layers
will be calculated separately for each layer and will be re-
quired to satisfy the appropriate continuity equation.

A. Conduction band edge

The conduction band edge is calculated by solving the
Poisson equation with a known space charge in the device,

�2�c =
e

�s�0
�nce − ncl − nch − ncs + nhe − nhl − nhh − nhs

− f ini� , �1�

where ni is the impurity density, f i is the fraction of impuri-
ties ionized, �s is the static dielectric constant, �0 is the per-
mittivity of free space, and the hot carrier densities nhe, nhl,
nhh, and nhs have been obtained by summing over all pos-
sible velocities, i.e.,

nhk = �
v�,v�

nhk�v�,v�� , �2�

where k=e , l ,h ,s indicates the band. The main component of
the space charge comes from the excess or deficit of cold
carriers in the emitter layers and ionized impurities in the
barriers, with only small contributions from the hot carriers
unless the electric field in a given region is small. The cal-
culation starts with an initial trial band shape, and several
iterations are performed until the field is consistent. During
this process, the charge in the top and bottom emitters �con-
tacts� is adjusted to match the field at each end of the barrier.
With a proper choice of the initial �trial� band edge, this
process typically takes only 10–20 iterations.

The first step in obtaining the trial band edge is to obtain
a Runge–Kutta method14 solution of the Poisson equation
with only the cold carriers and the impurities considered,

FIG. 1. The basic structure used for the model. The emitter layers are highly
doped, while the barriers are not intentionally doped. The numbering of the
emitters and barriers is shown on the right. The direction of propagation for
the optical electric field is shown on the left.
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�2� =
e

�
�nc − fni� , �3�

where nc=nce−ncl−nch−ncs is the total cold carrier density.
The initial conditions are ��0�=0 and �� /�x is a small
negative value, typically taken as �10−4 times the expected
average field in the device, which was found to be suffi-
ciently accurate for the trial function. The trial shape ob-
tained in this calculation does not have to give an exact
match to the boundary conditions, only close enough that the
relaxation procedure will not oscillate. The cold carrier dis-
tribution is assumed to be a Fermi distribution, with the
Fermi level chosen so that at the initial point nc=ni. The
results are stored for constant intervals and interpolated to
obtain the desired points. This initial process is done for both
the positive and negative x directions.

The trial band edge shape is then obtained from the fol-
lowing procedure. In the following discussion, the emitters
and barriers are numbered separately, starting from zero at
the top and ending at n−1 for the barriers and n for the
emitters �i.e., there are n barriers and n+1 emitters in the
structure, as shown in Fig. 1�. The change in the slope �Ei is
calculated from the expected net charge for each emitter,
except for the two outer emitters �i.e., for 1� i�n−1�. The
electric field in each barrier is then calculated using

Ei = − �V + �k=1
n−1�wk� j=1

k �Ej�
�k=1

n−1wk

− �
j=1

i

�Ej	 , �4�

where V is the applied bias and wk is the thickness of the kth
barrier. The equation makes the assumption that the potential
difference between the ends of an emitter can be neglected
while determining the fields in the barriers. While not suffi-
ciently accurate for a final solution, this approximation is
sufficient for the trial solution. The emitter shape is now
determined by using the stored data to determine the thick-
ness of the charged layers required to match the fields at the
edges of the emitters, and then interpolating from the stored
data to determine the shape. For thick emitters �thicker than
required to match the slope at the emitter/barrier interfaces�,
the central region of the emitter is assumed to be at constant
potential. For thin emitters, the slopes are fixed at the two
ends and the potential is matched in the middle. The center
of the internal emitters �j=1, . . . ,n−1� is placed at Vi=V
+� j=0

i �Ejwj�. The outer edge of the top layer is placed at V,
and the outer edge of the bottom layer is placed at 0. The
barrier shape is found by using straight lines to connect the
ends of the emitters with the appropriate offsets for the ma-
terial differences. While this approach does slightly overes-
timate the concentration of space charge towards the edges
of the emitters, it gives a reasonable starting point that con-
verges quickly. This process only needs to be carried out for
the first step of a calculation. After that, the band edge of the
previous step can be used as the trial for the next step.

B. Dielectric function for calculating the absorption

The absorption is calculated using the complex dielectric
constant. Three different contributions to the absorption are
considered: �i� intraband free carrier absorption, �ii� inter-

band absorption, and �iii� impurity absorption. As the intra-
band and interband absorptions involve different spectral re-
gions, they are calculated separately and the dielectric
function is then merged in the region where the absorption is
small for both cases, and the absorption contribution from
the impurities in the barrier is then included.

1. Intraband contribution to the absorption

The calculation of the intraband absorption uses the
same equation for any material, with the parameters adjusted
for the appropriate material. The dielectric function15 using
the two phonon model16 for the ternary compounds is given
by

���� = ���1 −
�p

2

��� + i�0�	 + � Sj�TO
2

�TO
2 − �2 − i��

, �5�

where �0 is the free carrier damping constant, �p

=
Ne2 /�0�sm* is the plasma frequency, �TO is the TO pho-
non frequency, � is the phonon damping coefficient, and Sj

=x��x−��� is the phonon oscillator strength, with �s and ��

the static and high frequency dielectric functions, respec-
tively, and x the fraction of Ga or Al as appropriate. The sum
is over the Ga-like and Al-like phonons for the ternary com-
pounds.

The parameters used for the different materials are given
in Table I. The values of the dielectric constants for the al-
loys were determined by a linear interpolation between the
two materials alloyed.

2. Interband contribution to the absorption

The interband absorption for the materials considered
was obtained using the model dielectric function �MDF� of
Adachi.16 This approach involves summing the contributions
from the one-electron and exciton transitions at the major
critical points. A similar approach can be used for other ma-
terials although, due to the differences in the crystal struc-
ture, the details, such as how many critical points are needed
and what directions they lie along, will be different.

For GaN, the approach of Djurisic and Li17 is used to
calculate the interband interactions. This approach is a modi-
fication of the MDF of Adachi18 by including one-electron
contributions at the critical points, summing over exciton
states other than the ground state, and including frequency
dependent damping. The dielectric function in the high en-
ergy range is written in the form

��E� = �0�E� + �0E�E� + �1�E� + �1E�E� + � f , �6�

where �0 and �1 are the one-electron contributions from the
E0 and the E1A, E1B, and E1C critical points, respectively, �0E

TABLE I. The values for the parameters used for the intraband portion of
the dielectric function for GaN and AlN.

Material �s ��

�0

�s−1�
�TO

�s−1�
�

�s−1�

GaN 8.9 5.35 6.5�1013 1.31�1014 4.3�1012

AlN 9.14 4.84 6.5�1013 1.4�1014 4.3�1012
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and �1E are the exciton contributions at the same critical
points; and � f is the value at infinite energy. The one-electron
contribution at the three-dimensional �3D� critical point E0 is
given by

�0 = AE0
−3/2	0

−2�2 − �1 + 	0�1/2 − �1 − 	0�1/2� , �7�

where

	0 =
E + i
0

E0
, �8�

with A the strength and 
0 the damping constant of the E0

transition. The exciton contribution at the same point is

�0E�E� = �
m=1

�
A0

ex

m3

1

E0 − �G0
3D/m2� − E − i
0

, �9�

where A0
ex is the 3D exciton strength parameter and G0

3D is
the 3D exciton energy.

The one-electron and exciton contributions at the two-
dimensional �2D� E1A, E1B, and E1C critical points are

�1�E� = − �
�=A,B,C

B1�	1�
−2 ln�1 − 	1�

2 � �10�

and

�1E�E� = �
�=A,B,C

�
m=1

�
B1�

	

�2m − 1�3

1

E1� − �G1�
2D/m2� − E − i
1�

,

�11�

where

	1� =
E + i
1�

E1�

, �12�

with B1� and B1�
X the corresponding strengths, 
1� the damp-

ing constant, and G1�
2D the 2D exciton energy.

The energy dependence of the damping constant is in-
cluded by writing the damping constants as


 j��E� = 
 j exp�− � j�E − Ej


 j
�2	 , �13�

where � j and 
 j are parameters for the broadening obtained
by fitting the measured dielectric constant, and j
=0,1A ,1B ,1C for the corresponding critical points. The val-
ues for the parameters in this model were taken from Ref. 17
and are given in Table II.

The one-electron contribution from the E1 critical point
�along the �111� direction� is

��E� = − B1	1
−2 ln�1 − 	1

2� − B1s	1s
−2 ln�1 − 	1s

2 � , �14�

with

	1 =
E + i


E1
, �15�

	1s =
E + i


E1 + �1
, �16�

where B and 
 are the strength and broadening parameters,
respectively, of the transitions. The corresponding exciton
contribution is

��E� = �
n=1

�
1

�2h − 1�3� B1x

E1 − �G1/�2n − 1�2� − E − i


+
B2x

E1 + �1 − �G1s/�2n − 1�2� − E − i

� . �17�

The resulting values are then added together to obtain the
complete dielectric function in the interband region.

3. Impurity contributions for the absorption

The impurity contribution to the dielectric function was
taken as

��E� = �1 − f i�Ai

E0
2

E0
2 − E2 − iE


, �18�

where Ai is the line strength, E0 is the impurity ionization
energy, and 
 is the broadening factor. The factor 1− f i is the
fraction of un-ionized impurities. The impurities contributing
to the absorption are selected based on observed features in
the spectra of a detector, such as the lines seen at �11 and
13 
m as increased response in Fig. 3, and the line strength
which is proportional to the impurity density is adjusted to
obtain the best fit to the response. If the impurity density is
measured independently, the value of Ai can be calculated.

TABLE II. Model parameter values of the GaN interband MDF �Ref. 17�.

E0 3.550 eV
A 41.251 eV3/2


0 0.287 eV
�0 1.241
A0

ex 0.249 eV
G0

3D 0.030 eV
E1A 6.010 eV
E1B 8.182 eV
E1C 8.761 eV
B1A 0.778 eV
B1B 0.103 eV
B1C 0.920 eV
B1A

x 2.042 eV
B1B

x 1.024 eV
B1C

x 1.997 eV

1A 0.743 eV

1B 0.428 eV

1C 0.440 eV
�1A 0.240
�1B 0.011
�1C 0.005
G1A

2D 0.0003 eV
G1B

2D 0.356 eV
G1A

2D 1.962 eV
� f 0.426
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C. Absorption calculation for intraband and interband
transitions

The light propagation through a multilayer structure can
be described by the matrix method.19 There are two waves
with electric field amplitudes E+ and E− propagating from the
top and bottom of each layer, respectively, as shown in Fig.
1. The boundary condition for electric and magnetic fields on
the surface between two layers with complex refractive indi-
ces nj−1 and nj leads to the matrix Tj describing light pen-
etration from the �j−1�th layer to the jth layer as follows:

�Ej
+

Ej
− � =

1

2
�1 + nj−1/nj 1 − nj−1/nj

1 − nj−1/nj 1 + nj−1/nj
� · �Ej−1

+

Ej−1
− �

= Tj · �Ej−1
+

Ej−1
− � . �19�

Light propagation in the jth layer with thickness dj is de-
scribed by the following matrix:

Dj = �exp�i2�k���njdj� 0

0 exp�− i2�k���njdj�
� . �20�

Here k���=� /2�c is the wavenumber, with c the speed of
light in vacuum. By requiring only a positively traveling
wave at the bottom interface of the structure, the optical
electric field strength can be calculated in each of the sub-
layers. This approach has been used in previous work to
calculate the transmission and reflection of arsenide,15

nitride,20,21 and antimonide22 materials, giving good agree-
ment with experimental results.

The photon absorption probability �a is defined as the
fraction of the incident photon flux that is absorbed in the
sublayer and is calculated from the following expression:

�a = 2
�

c
Im������

1


E0
2�0

W


E�z�
2dz

= 2
�

c
Im������


E
2


E0
2
W , �21�

where Im������ is the imaginary part of the dielectric func-
tion, � is the wave frequency, � /c=2� /� is the wave vector
of the incident radiation, E is the electric field of the electro-
magnetic wave inside the layer, E0 is the electric field of the
incident radiation, and W is the thickness of the sublayer.

D. Carrier injection and transport

The final part of the model is the calculation of the in-
jection and transport of the carriers. The injection uses an
escape cone approach with all carriers at the interface having
sufficient energy to pass over the workfunction entering the
barrier. Transport is done by tracking injected carriers as they
move through the device, with the various scattering and
recombination processes included.

1. Carrier injection into the detector structure

The carrier injection of nonphotoexcited carriers from
the emitters was calculated by assuming a Fermi distribution
of the cold carriers incident on the emitter/barrier interfaces.

The transmission probability for the carriers past the barrier,
either by thermionic emission over the barrier or tunneling
through the barrier, was calculated using the method of
Gundlach,23 which has been corrected for the mass differ-
ence in the layers as follows:

T =
4k3

�2k1
���Ai�z0�Bi��zb� − Bi�z0�Ai��zb��

+
k3

k1
�Bi��z0�Ai�zb� − Ai��z0�Bi�zb���2

+ � me

k1lmb
�Ai��z0�Bi��zb� − Bi��z0�Ai��zb��

+
k3lmb

me
�Ai�z0�Bi�zb� − Bi�z0�Ai�zb���2�−1

, �22�

where z0=�, zb=�−b / l, l= ��2b /2mbe�V�1/3, �= �2mb /�2�
���E−Ex�l2, k1=
2meEx /�, k3=
2me�Ex+e�E� /� ,me is
the effective mass in the emitter, mb is the effective mass in
the barrier, b is the barrier width, �V is the bias, �E is the
barrier height, Ex is the electron energy associated with mo-
tion perpendicular to the layers, and Ai and Bi are the Airy
functions with their derivatives Ai� and Bi�.

The rate of injected carriers is found from

��v,v�� = v�n�v�T�v�� . �23�

The carriers passing the emitter/barrier interface are then
added to the appropriate hot carrier density in the barrier.

E. Scattering mechanisms for the transport

In order to determine the transport of the carriers, the
rates need to be determined for the various scattering pro-
cesses �ionized impurity, polar optical, and nonpolar optical�.
These were calculated following Brudevoll et al.24 and ref-
erences therein. The material parameters for the scattering
calculations are given in Table III. Throughout the remainder
of this section, i and f will refer to the initial and final values
of a quantity, respectively.

1. Ionized impurity scattering

The ionized impurity scattering rate �Pim� was taken as

Pif
im =

3e4nIfImfF

32��3�0�ski
2kf

, �24�

where for intraband scatterings

TABLE III. The material and fitting parameters used in calculating the
scattering rates. m is the free electron mass.

me 0.2m
ml 0.3m
mh 1.4m
mso 0.6m
DK 4�1021 eV2 /m2

Ai 1.5�10−15 m2

Bi 5.3�10−16 m2
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Fintra =
�2 + 2k2

k2 ln� �2

�2 + 4k2� +
4

3
�3�4 + 12�2k2 + 8k4

�2��2 + 4k2� �
�25�

and for interband scatterings

Finter =
�2 + ki

2 + kf
2

kikf
ln��2 + �ki + kf�2

�2 + �ki − kf�2� − 4, �26�

where

� = � nIfIe
2

kBT�0�s
�1/2

. �27�

Here nI and f I are the impurity density and the fraction of
impurities ionized, respectively, mi and mf are the initial and
final state masses, respectively, and the initial and final state
wave vectors are related by

kf
2 = ki

2mf/mi. �28�

2. Polar optical phonon scattering

The polar optical phonon scattering rate �Ppo� was taken
as

Pif
po =

e2�0mf

4��0�2� 1

��

−
1

�s
�� N0

N0 + 1
��H

ki
, �29�

where N0 is used for absorption and N0+1 for emission, �
=ln
�ki+kf� / �ki−kf�
, and for the intraband and interband
processes

Hintra = �1 + 3��� − �−1�/4� , �30�

Hinter = 3�1 − ��� − �−1�/4� , �31�

with �= �ki
2+kf

2� / �2kikf�

3. Nonpolar optical phonon scattering

The nonpolar optical phonon scattering rate �Pnpo� is

Pij
npo =

�DK�2mf
3/2

2
2��3�o

�E � ��0�1/2� N0

N0 + 1
� , �32�

where �DK�2=4��0 /sl�2El
2 is the optical phonon coupling

constant and � is the density of the material.

4. Impact ionization and recombination

The impact ionization and recombination rates of the
impurities/defects in the barrier were treated as parameters
that were determined from fitting the dark current. For both
of these rates, the simplifying assumption that they do not
depend on the hot carrier energy was made. As the impacting
carriers should have sufficient energy to overcome the bind-
ing energy of the impurity, impact ionization should have a
threshold limit. The rates for ionization �Pii� and capture
�Pic� were taken to be of the form

Pii = Aiv�1 − f i�ni �33�

for impact ionization and

Pic = Bivf ini �34�

for recombination, where the constants Ai and Bi were the
cross sections for impact ionization and capture, respectively.

F. Calculation of the hot carrier transport

The dark current transport was determined by injecting
carriers randomly selected from the hot carrier distribution in
the injection contact. Each injected carrier was then tracked
as it moved through the device structure until it either
reached one of the contacts, was captured by an emitter or
impurity ion, or was involved in an electron-hole recombi-
nation. The position and velocity of the carriers were re-
corded at regular time intervals �t and used to calculate a
steady-state distribution function for the hot carriers. To
smooth out the distribution, the initial injection time for the
carriers was randomly chosen in the range from 0 to �t. To
follow the path of the hot carrier, the probability of a scat-
tering event was calculated by considering small time steps
�t�1 / P for all processes� so that the probability of multiple
scatterings in a given time step was negligible. If there was
no scattering, the new position and velocity of the carrier at
the end of the time step were determined. If scattering oc-
curred, the carrier was transported to the scattering location,
and a new velocity is calculated based on the scattering pro-
cess. For ionized impurity and optical phonon scattering, the
final velocity direction is chosen randomly. For impact ion-
ization, the carriers are assumed to conserve energy and mo-
mentum, and the direction of their motion in the center of
mass frame is determined randomly. This process is repeated
until one of the following three events occurs: �i� the carrier
exits the device by entering one of the last emitters, �ii� the
carrier is captured at an impurity, or �iii� the carrier reaches
an emitter/barrier interface with an energy less than that of
the barrier, in which case it is assumed to be captured by the
emitter. For each injection case, a large �104–105� number of
carriers are randomly chosen and used to produce a current
density. The current densities are then multiplied by the total
number of carriers injected at that location and summed to
obtain the total carrier density. The current density at each
location is then calculated from the total current density by

j�x� = e � N�v,v��v�. �35�

The hot carrier generation and capture are checked for each
emitter and for each point in the barrier to ensure that they
are negligibly small. If that is true, the current density calcu-
lated is the desired current. Otherwise, the impurity ioniza-
tion and net charge in the emitters are adjusted and the pro-
cess repeated.

III. PERFORMANCE COMPARISON WITH
EXPERIMENTAL RESULTS

The primary goal of this work was to develop a model
that could describe both the UV and IR responses25 of
GaN /AlGaN detectors in order to design optimized dualband
detectors. Once the model has been developed and tested on
GaN detectors, it can be readily extended to other detectors
such as GaAs.12 Hence the model was first compared with
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the experimental results for a n-GaN /AlGaN detector with
5�1018 cm−3 doped GaN emitters and a 0.6 
m
Al0.026Ga0.974N barrier that has shown both UV and IR
responses.25 During the fitting process, the only parameter
that was adjusted was the impurity density.

A. Dark current comparison

The dark current was used to determine the impurity
density in the barrier by fitting the current at different tem-
peratures. The ionization and recombination rates were as-
sumed to be independent of the temperature, which was suf-
ficiently accurate for the present data. Only the thermal or
tunneling injection of the cold carriers in the emitters was
included for this part of the calculation. The results for the
dark current comparison are shown in Fig. 2. The n-GaN
detector results25 show good agreement between the experi-
ment and the model. To match the experimental dark current,
it was necessary to include a large impurity density
��1017 cm−3�, with nearly all of the impurities near the in-
jection contact being ionized at higher bias. If these ionized
impurities are not considered, the dark current was too low at
low bias, as shown in Fig. 2.

The need for impurities can be understood by consider-
ing the results for the band shape before and after iteration
for the band edge of a single barrier detector. The band bend-
ing in the barrier is due to the impurities which are almost
totally ionized by impact ionization. Only in regions were
the field is near zero will the capture rate be sufficiently high
to maintain a significant fraction of un-ionized impurities. At
low impurity densities, there is a single field region for the
barrier in which the impurities are almost totally ionized, and
the field continually decreases from a maximum at the injec-
tion contact to a minimum at the collection contact. How-
ever, for higher impurity densities �or thicker barriers�, the
field will eventually decrease to nearly zero. At that location,
capture will start to dominate ionization and the impurities
will be almost totally un-ionized. Throughout this second
region, the field should be nearly zero. The relationship be-
tween the critical impurity density, barrier thickness, and bias
voltage can be obtained by assuming that the impurities are
totally ionized and that the field at the collector contact has
just reached zero and is given by

�V =
eniw

2

2�0�s
, �36�

where �V is the applied voltage bias, �s is the static dielec-
tric constant for the barrier, and w is the barrier thickness. If
�V is below the value given by Eq. �36�, the detector will
have the maximum effect from impurities, while for biases
above the critical value, the effects of the impurities will be
decreased.

The field at the injection contact will decrease as the
barrier width is increased up to the critical thickness, and
then remain nearly constant. Hence, the dark current for a
fixed voltage bias will also decrease with barrier thickness up
to the critical thickness, and then remain relatively constant.

B. Responsivity comparison with the experiment

The responsivity of the detector was calculated using a
known power density ��1 
W /cm2� of radiation incident on
the detector. The current is then calculated as before, using
both the injection and the photoexcitation contributions. The
difference between the current calculated in this step and the
dark current calculated previously is the photo �response�
current. Experimental and model spectral response compari-
sons for the GaN detector are shown in Fig. 3. The UV
response shows a reasonable agreement in the line shape
although the overall model response is lower than the experi-
mental response and does not show the small variations ob-
served for the experimental data. The peak responsivity of
0.55 mA /W corresponds to noise equivalent power �NEP� of
1�10−8 W at room temperature. At the background limited
infrared photodetection �BLIP� temperature of 41 K, the
NEP would be decreased to 5�10−11 W. When the UV de-
tection is optimized to reach typical maximum values of
�100 mA /W, the NEP would be �10−12 W, which would
be comparable with standard commercial detectors.

The strength and broadening of the impurity lines in the
IR region were determined from fitting the data, while the
line locations were taken from previously known values for
observed impurity transitions.26 The results for the IR region
show very good agreement with the observed spectra. The
small variations observed near 9 
m are probably due to an
additional unidentified impurity response that is not included
in the model.

FIG. 2. The dark current fit for the GaN device at 65 and 160 K. The GaN
detector required a high impurity density and a large fraction of ionized
impurities in the barrier to obtain a good fit. Also shown is the curve ob-
tained at 160 K without impurities showing the poorer fit at low bias.

FIG. 3. Measured and calculated responses for the GaN sample. UV re-
sponse at 300 K and a −0.5 V bias, and response at −1.0 V and 5.3 K. Note
that although the response is only shown in the two ranges of interest, the
model calculates the response over the entire range from the UV to the IR.

044502-7 S. G. Matsik and A. G. U. Perera J. Appl. Phys. 104, 044502 �2008�

Downloaded 20 Aug 2008 to 131.96.4.67. Redistribution subject to AIP license or copyright; see http://jap.aip.org/jap/copyright.jsp



These results show that the model explains the response
in both the UV and IR regions of the detector. The same
model can also be used on other direct gap materials. For
example, by changing the material parameters results could
also be obtained for GaAs detectors. For an optimized detec-
tor using 1�1019 cm−3 doped emitters and a 1.2 
m thick
Al0.026Ga0.974N barrier with an impurity density of 1
�1015 cm−3, the responsivity should be �5 A /W at 10 
m.
The calculated photoresponse for this detector is shown in
Fig. 9. The maximum quantum efficiency of the detector is
65% for free carrier response at 10 
m, and with the impu-
rity contribution at 12 
m, it is increased to 80%. The effi-
ciency could be further increased by increasing the impurity
density; however, this would also lead to increased tunneling
currents which are not in the model. These would decrease
the responsivity. The chosen value is a conservative limit for
which this is not expected to occur. However, the value given
is very close to the maximum possible value for a single
layer detector. Further improvements would require multiple
layers.

C. Calculation of the specific detectivity D*

The determination of D* requires that the noise be de-
termined. It will be assumed that the primary noise compo-
nent is shot noise, given by

Si = 2qIdg , �37�

where q is the electron charge, Id is the dark current, and g is
the gain factor, with the same gain factor as the IR photocur-
rent which corresponds to the dominant current component.
The responsivity calculations for the IR detector being used
as a comparison gave an IR photocurrent gain of 3.3. The
detectivity D* can then be calculated from

D* = RpA1/2/Si
1/2 Jones. �38�

By using the results obtained from the responsivity and
dark current calculations, D* was calculated to be 9.3
�109 Jones at 12 
m and 5.3 K for the IR detection, and
3.7�107 Jones for the UV detection at 360 nm for a detector
temperature of 300 K.

IV. EFFECTS OF VARYING DEVICE PARAMETERS

In order to optimize the device performance, the effects
of varying the device parameters were studied. Here the con-
centration will be on variations which can affect the gain in
the device as the effects involving response range selection
are generally understood and will not produce significant
changes in the responsivity. The parameters producing a
change in the gain are the barrier thickness, the impurity
density in the barrier, and the recombination rate for the
electron-hole pairs.

For the IR response, the gain mechanism comes prima-
rily from the balance of carrier capture by ionized impurities
and impact ionization of neutral impurities. As both these
rates will depend on the density of impurities, that depen-
dence would be expected. However, the barrier thickness
also affects the gain by changing the bias field distribution in
the barrier. For thinner barriers, the field tends to be more

uniform, and the gain factor is nearly 1. As the barrier be-
comes thicker, it develops a highly ionized region near the
injection contact, producing a high field, while the region
near the collector contact is primarily neutral and has a low
field. Under these conditions there are more ionizations and
captures leading to a higher gain factor. The effects of vary-
ing barrier thickness at several different biases for an impu-
rity density of 1017 cm−3 are shown in Fig. 4. The effects of
varying the impurity density in the barrier on the gain are
shown in Fig. 5, where larger gains are observed for higher
barrier doping densities. Increasing the doping in the emitters
did not produce any significant changes in the gain.

The UV gain is affected primarily by the electron-hole
recombination rate as the barrier will typically be thick
enough for total absorption of the UV radiation. This rate is
related to the density of scattering centers for the holes in the
barrier. The defects involved in the recombination for this
specific detector structure have not been definitely identified,
but one possibility is Ga vacancies, which form a deep hole
trap with charge −3e. This trap has a hole capture cross
section of 10−14 cm−2, and after the hole is captured, the
cross section for electron capture is 10−21 cm−2. The capture
of a hole followed by an electron will serve as the recombi-
nation mechanism. The presence of Ga vacancies is indicated
by the observed yellow band in photoluminescense measure-
ments of the detector sample. Under illumination, the traps
are found to almost entirely have captured holes so the re-
combination rate is limited by the electron rate. As the elec-
tron density is almost constant, the recombination will be
nearly linear in the trap density. For the detector whose re-
sponse was fitted as in Fig. 3, the trap density would be
3.4�1016 cm−3. This density determination neglects the pos-
sibility of other traps with different charge states and hence
faster electron capture. The Ga vacancy is negatively charged

FIG. 4. The calculated IR gain and responsivity for a single barrier detector
at three different biases as the barrier width is varied. The emitter doping
was 5�1018 cm−3 and the impurity density in the barrier was 1
�1017 cm−3.

FIG. 5. The calculated IR gain and responsivity for a single barrier detector
at three different biases as the impurity density in the barrier is varied. The
emitter doping was 5�1018 cm−3 and the barrier width was 0.6 
m.
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even after the hole has been captured. This reduces the cross
section for electron capture. Traps with lower charge states
would capture the electrons more efficiently and require a
lower trap density to explain the observed results. As the
mean free path depends on the velocity of the holes and
hence the bias, the response should increase with bias and
then saturate at some value. The effects of varying the defect
density on the detector performance are shown in Fig. 6.

The variation of the NEP with barrier thickness and im-
purity concentration is shown in Fig. 7. As the gain in-
creases, the NEP decreases for the detectors. The change is
most noticeable for the varying impurity concentration, in
which the gain becomes very small at low impurities, leading
to a much higher NEP. For the optimized detector described
above, the best NEP would be �1.5�10−15 W /m2. By using
a 60° conical field of view, the calculated BLIP temperature
of all the curves shown was 41 K for a detector with a
15 
m threshold. This temperature does not change signifi-
cantly with variation of barrier thickness or impurity concen-
tration as the changes in gain affect both the photo and dark
currents similarly, causing most of the effects of these pa-
rameters to cancel out. The most significant value for the
BLIP is the threshold. Plots of the dark current and the
300 K background photocurrent on a detector with 260 
m
square optical area and 400 
m square electrical area are
shown in Fig. 8

By using the above results, an optimized design for a
single barrier detector with a 15 
m threshold was devel-
oped. The optimized detector should consist of a 0.1 
m
thick, 1�1019 cm−3 doped GaN top emitter and a 1.2 
m
thick Al0.026Ga0.974N barrier with an impurity density of 1
�1015 cm−3 and a 0.7 
m thick, 1�1019 cm−3 doped GaN
bottom emitter. The responsivity would be �5 A /W at
10 
m and 77 K. The calculated photoresponse for this de-
tector is shown in Fig. 9. The maximum quantum efficiency
of the detector is 65% for free carrier response at 10 
m, and
with the impurity contribution at 12 
m, it is increased to
80%. The efficiency could be further increased by increasing
the impurity density; however, this would also lead to in-
creased tunneling currents which are not in the model. These
would decrease the responsivity. The chosen value is a con-
servative limit for which this is not expected to occur. For
the optimized detector described above, the best NEP would
be �1.5�10−15 W /m2. By using a 60° conical field of view,
the calculated BLIP temperature of all the curves shown was
41 K for a detector with a 15 
m threshold.

FIG. 6. The calculated UV gain and responsivity for a single barrier detector
at three different biases as the impurity density in the barrier is varied. The
emitter doping was 5�1018 cm−3 and the impurity density in the 0.6 
m
barrier was 1�1017 cm−3.
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FIG. 7. The calculated variation of the NEP with �a� barrier thickness hav-
ing an impurity density of 1�1017 cm−3 and �b� impurity concentration in a
0.6 
m thick barrier.

FIG. 8. The calculated dark current at temperatures of 20–50 K and the
photocurrent from a 300 K background. The detector was assumed to have
an optical area of 260 
m on a side and an electrical area of 400 
m on a
side.
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FIG. 9. �a� The design for the optimized single layer detector. �b� The calculated photoresponse at 40 K for an optimized detector using 5�1018 cm−3 doped
emitters and a 1.2 
m thick Al0.026Ga0.974N barrier having an impurity density of 1�1015 cm−3.
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Shown in Fig. 10 is the specific detectivity at 77 K for
the optimized detector as well as for an ideal photoconductor
with a 180° field of view. The peak D* was 1.4
�1010 Jones, which is �35% of the ideal value. The low
value of D* is due to the low absorption ��40% � in the
emitter layer. The doping in the emitter is at the limits for
practical applications and so cannot be increased to improve
the absorption significantly. While the total absorption can be
improved by using multiple emitters, experimental results on
other detector have indicated that the gain is then reduced,
leaving the total response nearly unchanged. Further work
will be carried out to improve the D* value.

V. CONCLUSIONS

A model describing the spectral response over a wide
range covering both interband and intraband transitions is
compared with the experimental results for devices with a
single barrier. The model agrees well with the GaN /AlGaN
detector experimental results covering both the UV and IR
regions, and it should be possible to extend to other direct
band gap materials. This improved model is based on using
the dielectric function to calculate the absorption and using a
semiclassical scattering approach to calculate the transport of
carriers using the hole and electron bands. This approach has
the advantage of allowing calculation of both interband and
intraband transitions as well as any impurity contributions.
The bias dependence is also obtained directly unlike in the
previous models for response in HIWIPs and HEIWIPs. An
additional advantage of this approach is that it can be readily
extended to include other mechanisms as was done in adding
the impurity absorption or in combining the different scatter-
ing mechanisms. For an optimized detector using 5
�1018 cm−3 doped emitters and a 1.2 
m thick
Al0.026Ga0.974N barrier with an impurity density of 1
�1015 cm−3, the responsivity should be �5 A /W and the
NEP �1.5�10−15 W /m2 at 10 
m and 77 K. Although test-
ing and optimization on multiple emitter structures are still
on going, the method should also work for those structures.

Further improvement in the response, operating temperature,
material quality, detector design, etc., is needed for use of
these detectors in arrays.
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