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Grouping behavior of inter-pulse time intervals for triggered pulses in an
AlGaAs/InGaAs multilayer structure
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Abstract

Triggered pulsing in a multi-quantum well structure which shows s-type negative differential resistance (NDR) was investigated. First return
maps of the inter-pulse time intervals (IPTI) show an interesting grouping pattern at slower pulse rates. Oscillations in the pulsing threshold level
of the MQW device cause the grouping behavior. This pattern of IPTIs is similar to that of thermoreceptors in fish and mammals. Correlation
integrals were calculated for IPTI data sets collected under different operational conditions, and correlation dimensions 8.0, 8.0, 8.5, and 10.0 were
found for four different data sets. The calculated correlation dimensions indicate that the triggered pulsing shows a high dimensional behavior and
that the correlation dimension increases as the pulse rate decreases.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction

Development of an artificial neuron has been a challenge
for the joint efforts of biologists, physicists, and electrical
engineers for a long time [1]. Designing and fabricating
artificial neurons with conventional electronics such as
transistors and diodes may not be promising in terms of size and
power requirements. Therefore, two-terminal semiconductor
devices such as p+–n–n+ diodes and multilayer quantum
well structures (MQW) which exhibit s-type current–voltage
characteristics are of great interest as such devices can generate
neuron-like pulses under suitable voltage or current bias [2,
3]. S-type I –V characteristics [see Fig. 1(a)] of p+–n–n+

diodes and of MQW structures at low temperature (4.2–77 K)
have been reported and studied by several researchers [4–6]. In
general, the tunneling current is dominant in the lower branch
of the I –V curve [see Fig. 1(a)] while thermionic current is
dominant in the upper branch of the I –V curve. During the
transition of the device current from the lower branch to the
upper branch, the effective resistance in the device decreases
with increasing current resulting in a negative differential
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resistance (NDR) region. With a suitable load resistor and a
capacitor [see Fig. 1(b)], this type of device has shown neuron-
like pulses [2,3] at low temperatures due to the bistability of the
s-type I –V curve. This pulsing phenomenon has applications
in the physics of devices such as artificial neurons [2,3] and IR
detectors [7].

Several explanations for the s-type I –V behavior in
semiconductor devices can be found in the literature [8–
10]. Generally, impact ionization, impurities, and hot carrier
transport are believed to be involved in this phenomenon.
However, it is still a challenge to fabricate such devices
consistently due to the lack of a complete model which takes
the mechanism of the s-type behavior into account. According
to reported s-type device designs, doping concentrations, well
widths, barrier heights and widths, and impurities are critical
for the NDR region. The other important factors could be the
space charge accumulation at the interfaces of semiconductor
layers [11] and defects in semiconductor materials.

In this study, a GaAs/InxGa1−xAs MQW structure grown
by the molecular beam epitaxial technique (MBE), which has
s-type I –V characteristics, was investigated in an effort to
understand the pulsing phenomenon. Spontaneous pulsing in
p+–n–n+ devices has shown a rich nonlinear behavior under
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Fig. 1. (a) Current–voltage characteristics for the pulsing MQW device at
T = 4.2 K. The negative differential region (NDR) is from A to B. There
is another smaller NDR region above the main one. Region A to B corresponds
to the unstable current and pulsing. The inset shows the load line (solid straight)
and the path of device bias voltage and current during a pulse (oval). The
device has the s-type I –V characteristic below T = 23 K. (b) The basic pulse
mode circuit diagram. An input capacitor Cin (0.6 µF), a load capacitor CL
(0.11 µF), and a load resistor RL (11.5 k�) are used in the circuit to work
in the pulse mode. The device can be driven either in DC voltage bias or DC
current bias mode.

different operational conditions and has been studied before
[11,12]. Preliminary studies on IPTIs based on power spectra
and first return maps showed that the IPTIs of the MQW device
possessed nonlinear behavior. Estimations for the correlation
dimension and phase space dimension that could help in
understanding the phenomena were also investigated.

2. Experimental set-up

The MQW device used in this study consists of 20 periods
of 338 Å GaAs barriers and 83 Å In0.087Ga0.913As wells. The
I –V characteristic of the MQW device is shown in Fig. 1(a).
The device shows the NDR characteristic below 23 K. However,
the NDR region shifts upward with increasing temperature and
the width of the NDR region shrinks. Above 23 K, the s-type
I –V behavior disappears. The MQW device was operated in
a simple circuit as shown in Fig. 1(b) and a rectangular pulse
train with pulse amplitude of 10 mV and width of 2 µs was
applied in order to trigger pulses. The amplitude of triggered
pulses is approximately 40 mV at 4.2 K and decreases with
increasing temperature. The triggered pulses were amplified
and fed into a Lecroy 2323 programmable dual gate TTL
output generator to produce TTL signals corresponding to the
input signals. The TTL output signals were fed into a National
Instrument PCI 6602 Counter Timer board to measure the
time intervals between consecutive TTL signals which were
IPTIs of triggered pulses. A Wavetek (Model 275) function
generator was used as the triggering signal generator. IPTIs
Fig. 2. The first return maps for different bias currents. (a) At Ib = 0.310 mA,
all IPTIs are the same as that of the triggering signal which is 20 µs. (b) At
Ib = 0.294 mA, IPTI has several values but all are multiples of the triggering
signal period. (c) At Ib = 0.270 mA, formation of the first couple of groups can
be seen. The time separation among groups is ∼0.5 ms. (d) At Ib = 0.250 mA,
the pulsing rate is quite slow. There are more groups and they are clearly
distinguishable. The time separation among groups is now ∼0.8 ms.

were collected under different device operating conditions such
as device temperature, bias voltage or current, and triggering
signal frequency.

3. First return maps

First return maps of IPTIs at different bias currents and
voltages were used to analyze the nonlinear behavior of IPTIs.
The general behavior of IPTIs with decreasing bias current is
shown in Fig. 2. The following development in the first return
maps can be clearly seen. When the bias current is near the
transition current (point A) as shown by the I –V curve in
Fig. 1(a), the device responds to each and every triggering
voltage signal by producing a pulse. Therefore, each IPTI is as
long as the IPTI of the triggering voltage signal and, hence, the
first return map shows only a single point (see Fig. 2(a)). As the
bias current moves from the transition point A to a lower value,
the ability of the device to respond to each and every triggering
voltage signal decreases due to the electric field across the
device being smaller than in the earlier case. Therefore, IPTIs
take a range of values giving rise to a different types of first
return maps. The first return map for 0.294 mA bias current
shows several IPTI values, as seen in Fig. 2(b). However, all
IPTIs are multiples of the 20 µs triggering signal period. Further
decreasing the bias current leads to an intriguing development
in first return maps; i.e. grouping of IPTIs forms as seen in
Fig. 2(c) and 2(d). As the bias current decreases further, more
and more groups develop. Initially, the time separation among
the groups (from center to center) is 0.5–0.6 ms (see Fig. 2(c)).
When it reaches a state similar to that of Fig. 2(d), the time
separation between consecutive groups is about 0.7–0.8 ms.
When the bias current is so small that the triggering signal
can barely trigger pulses, the second layer of groups emerges
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Fig. 3. (a) Larger groups at low bias voltage. Each larger group is made of
8000–10 000 smaller groups that are similar to the groups in Fig. 2. The time
separation (from center to center) among larger groups is roughly ∼400 ms. (b)
An expanded portion of the 0–20 ms area; the smaller groups can be clearly
seen in it. Time separation among the smaller groups: ∼3 ms. A single smaller
group is shown in (c). However, it is less populated because the same number
of data points have been distributed over a very large number of groups.

and these new groups are large and made up of the first layer
of groups (see Fig. 3(a). If one of these larger groups is
enlarged, the first layer of groups is visible, as seen in Fig. 3(b).
Generally, 8000–10 000 smaller groups can be found in a single
larger group. The number of points in each smaller group is now
less because points are distributed among thousands of smaller
groups; therefore, smaller groups are not as clear as previous
smaller groups seen in Fig. 2(d). The separation between larger
groups is ∼400 ms while the separation between smaller groups
has increased to ∼3 ms. This shows that the time interval among
smaller groups changed from roughly 0.5 ms to 3 ms when the
pulsing rate decreased.

The groupings are clearly seen for triggering signal
frequencies 10, 20, 25, 40, and 50 kHz and cannot be clearly
detected for some other frequencies, such as 11, 15, 18, and
30 kHz. However, the data point density variation in the first
return maps for triggering signal frequencies 11, 15, 18, and
30 kHz revealed that groups exist but overlap with each other.
The grouping behavior can be observed not only under current
bias but also under voltage bias. Characteristics of grouping are
the same for both current bias and voltage bias conditions.

This grouping can be associated with oscillations of the
device threshold level. The first layer of groups can be
empirically modeled by introducing a sinusoidal fluctuation,
I0 sin(ω0t) to the constant threshold level of the device, Ithresh.
The first return map of the simulated IPTIs shown in Fig. 4(a)
clearly shows the first layer of groups. The second layer of
groups can be obtained by introducing a second low frequency
sinusoidal fluctuation to the device threshold, giving total
threshold Ithresh + I0 sin(ω0t)+ I1 sin(ω1t). The corresponding
first return map is shown in Fig. 4(b) and the second layer of
groups can be seen. There are three larger groups and each
larger group consists of smaller groups. Introducing white noise
to the system produces IPTIs which give first return maps
similar to the experimental ones. Space charge fluctuation in the
device and small temperature fluctuations can lead to noise. The
threshold oscillation frequency can be obtained from first return
maps. According to the first return maps of the experimental
Fig. 4. Illustrates how the grouping occurs when the device threshold level
fluctuates. (a) IPTI pattern after introducing I0 sin( 2π t

T0
) to the threshold and

for period T0 = 100. Smaller groups can be clearly seen and it resembles
the first layer of groups. (b) First return maps of IPTIs after introducing
I0 sin( 2π t

T0
) + I1 sin( 2π t

T1
). Period T0 = 100 and period T1 = 1000. This

resembles the second layer of groups. There are three bigger groups which are
made up of smaller groups (the first layer of groups). Arbitrary dimensionless
frequencies were selected for simplicity and white noise was introduced to
make the first return map somewhat similar to the experimental ones.

Fig. 5. IPTI band formation with decreasing device bias current. At I =

0.290 mA, only one band of IPTIs is possible; IPTI is roughly below 0.4 ms.
When the bias current reaches 0.270 mA, IPTIs show splitting and give two
types of IPTI bands. When the bias current reaches 0.265 mA, The IPTI
undergoes one more splitting, giving three bands of IPTIs. As the bias current
keeps decreasing, more and more IPTI bands develop.

data (Fig. 2(c,d)), the first layer of groups corresponds to high
frequency oscillations which vary roughly from 0.35 to 2 kHz
with decreasing applied bias current and the second layer of
grouping corresponds to the low frequency oscillation, which
is about 2 Hz according to the first return map (Fig. 3). Both
bulk GaAs and GaAs superlattice structures are known for
propagating charge domains [13–15]. These moving charge
domains can produce current oscillations in the MQW device.
Therefore, the pulsing threshold level of the MQW device can
fluctuate accordingly.

The meaning of the groupings is that there are allowed
and forbidden time bands for IPTIs. The development of the
IPTI bands is shown in Fig. 5 at four different bias currents:
Ibias = 0.290, 0.270, 0.260, and 0.250 mA. At the bias current
Ibias = 0.290 mA, there is only one band, which is about 0.4 ms
in width. When bias current decreases to Ibias = 0.270 mA,
the second band develops, which is separated by a roughly
0.2 ms gap. IPTIs develop into four and eight bands at Ibias =
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Fig. 6. Power spectrum development in IPTS’s as bias current decreases. (a)
At Ib = 0.294 mA, peaks of 1

25 , 1
16 and its first harmonic can be seen. (b) At

Ib = 0.292 mA, the frequencies of the peaks have increased by a small amount
and become broader. (c), (d) Further decrease in bias current leads to a single
broader peak. Formation of groups starts at this level. (d), (e) At very low bias
current, the power spectra become much broader and complex. Well developed
groups can be seen in the corresponding first return maps [see Fig. 3].

0.260 mA and Ibias = 0.250 mA respectively. With decreasing
bias current, more and more IPTI bands can be seen. As more
bands develop, the width of the bands decreases slightly and
the separation between bands increases slightly. The IPTI band
development is somewhat similar to bifurcation.

Although the first return maps show a clear pattern of IPTIs,
according to the power spectra, there is no visible temporal
pattern in IPTIs when groups develop. The evolution of the
power spectra with decreasing bias current is depicted in Fig. 6.
At bias current Ibias = 0.294 mA [see Fig. 6(a)], two very
long periodic patterns can be seen, with frequencies of roughly
1

25 and 1
16 and the first harmonic of 1

16 . At bias current I =

0.292 mA, the peaks in the power spectrum as seen in Fig. 6(b)
are not as sharp as those in Fig. 6(a) but are slightly broader.
However, grouping has not yet started at these bias currents.
As the bias current decreases, grouping starts slowly, the main
peak gets broader and broader and the frequency gets larger and
larger as seen in Fig. 6(c,d). Further decrease in bias current
leads to complex and broader spectra as in Fig. 2(e,f) and well
developed groups can be seen in first return maps as in Fig. 2(d).
There is no clear temporal pattern in IPTIs according to the
power spectra. The change of the power spectra from a long
periodic line spectrum to a broad spectrum with decreasing bias
current suggests nonlinear behavior.

4. Estimation of correlation dimension

Knowledge of the dimensionality of the system helps us
understand the system operation and parameters which are
responsible for the NDR region, including space charge build-
up inside the device. Furthermore, it could help develop a model
that can predict pulse patterns. The correlation dimension,
D2, can give a good understanding of the dimensionality
of a nonlinear system. Grassburger and Procaccia presented
a convenient method [16] for calculating the correlation
dimension, D2, from a single time series. They have shown that
the correlation integral, C(R), can be calculated as follows:

C(R) =
1

N 2

N∑
i=1

N∑
j=1

Θ[R − (
−→
X i −

−→
X j )] (1)

where
−→
X i ,

−→
X j are i th and j th m-dimensional embedded vectors

made of discrete measurements of the time series, R is the
scaling region, N is the number of data and

Θ[R − (
−→
X i −

−→
X j )] = 0 if R ≤ (

−→
X i −

−→
X j ) (2)

Θ[R − (
−→
X i −

−→
X j )] = 1 if R > (

−→
X i −

−→
X j ). (3)

Furthermore, they have shown that the correlation integral,
C(R) behaves as a power ν of R for small R:

C(R) ∝ Rν (4)

and the correlation dimension, D2,

D2 ≈ ν (5)

where C(R) is the correlation integral and given by Eq. (1),
and R is called the scaling region. The correlation dimension,
D2, can be found by calculating the slope of ln(C(R)) versus
ln(R) in the linear scaling region. The scaling region, R,
should be carefully picked so that the slopes of ln(C(R))

versus ln(R) for different embedded dimensions should remain
constant after a certain embedded dimension. Generally, this
method is popular because it is accurate and fast. Sauer [17] has
shown that the above method can be used for point processes
such as measurements of time intervals between events. IPTI
measurements in this experiment are also point processes and
Eq. (1) can be used to investigate the correlation dimensions.

Using Eq. (1), the correlation integrals, C(R), for different
sets of IPTIs were calculated for different scaling regions, R,
and for different embedded dimensions, m, and then ln(C(R))

versus ln(R) was plotted and slopes in the best linear regions
were found for different embedded dimensions, m. Finally
those slopes were graphed against the embedded dimension,
m. If the slopes reached a plateau after a certain embedded
dimension, m, then the average value of the plateau was taken
as an estimation of the correlation dimension, D2. Table 1
gives the estimated correlation dimensions, D2, for four data
sets that shows converging slopes with increasing embedded
dimension, m.

The calculated D2 versus m for the above four data sets
is shown in Fig. 7. The correlation dimension, D2, for SET-1
converges to a value of 8.5 after the embedded dimension, m,
reaches ∼20 as seen in Fig. 7(a). In general, if D2 converges,
then it starts converging when m ≥ D2 [18]. In some cases, it
can happen when m ∼ 2D2 [19]. Here, in this case, the plateau
starts around m ∼ 20, and it is roughly equal to 2D2. The
bias current in this situation is close to the transition current
[see Fig. 1]; therefore, the IPTIs are only a couple of times the
triggering signal period and there is no grouping in the first
return map. The power spectrum of SET-1 has two very long
periodic patterns, one with a frequency of roughly 1

160 and its
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Table 1
Four data sets that showed converging correlation dimension, D2

Data set Bias Temp. (K) ftrig (kHz) Number of data D2

SET-1 V = 3.84 V 4.2 50 200 000 8.5
SET-2 I = 0.315 mA 12 20 200 000 10
SET-3 I = 0.300 mA 10 10 150 000 8
SET-4 I = 0.300 mA 10 15 150 000 8

The data were collected under different operational conditions such as voltage bias and current bias, temperature, triggering signal frequency, ftrig.
Fig. 7. The correlation dimension, D2, versus the embedded dimension, m.
The convergence of the correlation dimension, D2, starts roughly at m = 20.
(a) For SET-1, D2 ∼ 8.5. (b) For SET-2, D2 ∼ 10.0. (c) For SET-3, D2 ∼ 8.0.
(d) For SET-4, D2 ∼ 8.0.

first harmonic, the second one with a frequency of roughly 1
55 .

The calculated autocorrelation for SET-1 is very small and less
than |0.2|. Therefore, there is neither a strong correlation nor a
random behavior.

Correlation dimensions, D2, against embedded dimension,
m, for SET-2 are shown in Fig. 7(b). The device temperature,
bias current and the triggering signal frequency are 12 K,
0.315 mA, and 20 kHz respectively. The correlation dimension,
D2, converges to '10. The corresponding first return map of
SET-2 is shown in Fig. 3 with well developed groups in it.
All those larger groups are formed by the smaller groups as
explained in Section 3. The corresponding power spectrum
has a broad spectrum suggesting that there is no simple
temporal pattern associated with the IPTIs. The calculated
autocorrelation function for SET-2 does not show a strong
autocorrelation in IPTIs. It starts from approximately 0.06 and
drops to zero after a time lag of 14 000.

The variations of the correlation dimension, D2, with the
embedded dimension, m, for SET-3 and SET-4 collected under
the same operational conditions as are given in Table 1 except
for the triggering signal frequency are shown in Fig. 7(c,d).
Both sets converge towards the correlation dimension, D2, of
8.0 when the embedded dimension, m, is greater than 20. The
corresponding first return maps for both sets have no grouping
because Ibias = 0.30 mA is fairly close to the transition current
at the operating temperature T = 10 K, and IPTIs are only a
few times the triggering signal period.
Fig. 8. The correlation dimension, D2, versus the embedded dimension, m,
for the surrogate data and original data. The correlation dimension, D2, of the
surrogate data does not converge, while the original data does, indicating the
determinism associated with the original data.

The convergence of D2 in the above data sets is reasonably
good. The corresponding power spectra and autocorrelations
suggest that the data sets have neither strong correlation nor
a randomness in IPTIs which can give a spurious correlation
dimension, D2. Furthermore, a surrogate data study was carried
out to confirm the nonlinearity of IPTIs and the validity of the
calculated correlation dimension, D2. In general, surrogate data
are generated using the original time series so that the surrogate
data has the same statistical and power spectrum characteristics
as the original time series has, but it has no deterministic
properties. Therefore, the correlation dimension, D2, for the
surrogate data keeps increasing with increasing embedded
dimension, m. For this study, surrogate data were generated
according to the amplitude adjusted Fourier transformation
(AAFT) algorithm [20] for each data set in Table 1 and,
thereafter, correlation dimensions D2 were calculated for
generated surrogate data sets. The correlation dimensions D2
of the original data sets and surrogate data sets were compared.
They clearly show that while correlation dimensions D2 of
the original data converge, the correlation dimensions D2
of the corresponding surrogate data do not, and they keep
increasing as shown in Fig. 8. If the correlation dimension D2
of the original data keeps increasing with increasing embedded
dimension m, the data are not deterministic. If the correlation
dimension D2 of the surrogate data converges to some value
with increasing embedded dimension m, both the original data
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and the surrogate data would produce a spurious correlation
dimension, D2. In this test, the correlation dimension D2 of
the surrogate data does not converge. Thus, the surrogate data
studies and the original data studies confirmed the deterministic
nature of IPTIs obtained from experiments.

5. Discussion

First return maps show an interesting feature, the grouping
of IPTIs. Grouping starts to appear on first return maps when
the pulse rate is slower. This grouping is clearly seen when
the triggering signal frequency is 10, 20, 25, 40, and 50 kHz;
it is not quite visible for frequencies such as 11, 15, 18, and
30 kHz and the groups are smeared out. Oscillation of the
threshold level of the MQW device can lead to this grouping
behavior, as shown in Section 3. The threshold oscillation
frequency changes roughly from 0.3 to 2 kHz with decreasing
bias current. Therefore, the oscillation frequency depends on
the bias current. The resonance frequency in the circuit output
branch is about 4.5 Hz, i.e., its period is roughly 200 ms
whereas the high frequency oscillations of the threshold vary
roughly from 350 to 2000 Hz, which gives the first layer of
groups. Time separations among the second layer of groups
(larger groups) are about 400–500 ms which is roughly 2 Hz.
Therefore, there is no apparent circuit resonance frequency
influencing the grouping formation. The characteristics of
grouping did not change significantly with changes of the load
resistor RL and CL .

A similar type of behavior in IPTIs from cold receptor
neurons of cats with changing temperature was reported and
IPTI band formation similar to that in Fig. 5 was presented
[21]. Roughly six IPTI bands can be seen at the temperature
of 35 ◦C. If the first return map of IPTIs is plotted, it will give
several groups similar to our ones. Furthermore, this type of
behavior in IPTIs of rat facial cold receptor neurons has also
been reported [22]. It has been seen that IPTIs from the rat facial
cold receptor neuron split (bifurcate) into two different bands of
IPTIs with temperature. In the first return map of IPTIs, three
groups can be clearly seen. This MQW device demonstrates a
similar phenomenon with decreasing bias current. Even with
increasing temperature, grouping behavior in IPTIs could be
seen. If the bias current and triggering signal frequency were
constant, while increasing the operational temperature slowly,
at the beginning, the device would start responding with a
faster pulse rate and would slow down as temperature increased,
because the NDR region shifts up with increasing temperature,
making the bias current a little further away from the transition
current of the I –V curve. In other words, this situation is similar
to the situation where the bias current is gradually reduced,
as discussed in Section 3. Therefore, groupings of IPTIs with
increasing temperature can be seen. The device and the cold
receptor neuron show similar patterns of IPTI behavior.

The behavior of the driven pulse pattern under voltage bias
does not show a significant difference from that of under current
bias. Generally, the temporal pattern of IPTIs in p+–n–n+

under constant current bias [23,11] is different from that for
constant voltage bias [24,25]. The MQW device can produce
the same IPTI pattern irrespective of whether it is biased under
constant current or constant voltage, provided that the biasing is
large enough that total current is close to the transition current,
at point A [see Fig. 1]. It shows grouping of IPTIs under smaller
constant current bias as well as under smaller constant voltage
bias.

Even though groups in first return maps are in good
arrangement, there is no simple periodic pattern in the power
spectra of corresponding IPTIs. There is a relationship among
IPTIs since ti and ti+1 are allowed to visit only selected regions
in first return maps. Identifying that relationship would help
develop an algorithm which can predict IPTIs.

According to the calculations, the correlation dimension
D2 is quite large and varies from 8 to 10. This means the
dimension of the phase space can be between 8 and 10. In this
study, several data sets were collected under different biases,
temperatures, and triggering signal frequencies. Correlation
dimensions D2 were calculated for all data sets. However, only
data sets shown in Table 1 demonstrated converging correlation
dimension D2 with increasing embedded dimension, m. Other
data sets did not show convergence. Correlation dimensions of
the data sets which were collected under the same operational
parameters as for SET-1, SET-2, SET-3, and SET-4 except
for one variable were carefully examined and did not show
a trend with changing parameter. Surrogate tests were carried
out to confirm the reliability of the calculated correlation
dimensions D2 and, in addition, calculated autocorrelation of
IPTIs reveals a weak correlation among IPTIs. As a whole,
the correlation dimension D2 converges to fairly high values
providing evidence of the high dimensionality. This could
be another situation where high correlation dimensions are
reported [26,27]. Unfortunately, for practical reasons, we are
unable to come to a conclusion as regards an exact correlation
dimension within a reasonable error.
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