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The sensitivity of the pseudo Brewster angle Q)~ and the reflectivity for p-polarized light at this 
angle RF 1 9pB to small changes in absorption is used for the identification of deep and shallow 
defects in semiconductors. Brewster angle spectroscopy (BAS) was performed on undoped and 
n-type GaAs as well as on undoped and p-type InP. Comparison with literature values shows 
that BAS can be used to identify deep defects at room temperature without electrical contacting. 
The changes in the spectra of undoped and doped GaAs and InP can be explained by involving 
the respective donor and acceptor levels in the transition processes. For CuInS, the defects are 
analyzed by measuring Rp close to PB as a function of photon energy. The findings can be 
explained on the basis of existing photoluminescence data, postulating two additional deep levels 
at h~=E,+0.350 eV and h~=E,+0.625 eV. The comparison of model spectra for shallow 
defects with 4)B spectra of CuIr& grown with sulphur excess leads to identification of a level at 
E,+0.015 eV in accordance with luminescence data on the energetic position of sulphur 
interstitials. The applicability of BAS is shown, taking into account the experimental limitation 
through depolarization and angle divergence, 

1. INTRODUCTION 

Semiconductor materials development and optimiza- 
tion depends to a large extent on the possibility to correlate 
processing parameters with defect concentration and en- 
ergy.‘;” Particularly important is the energetic identifica- 
tion of defect levels within semiconductor band gaps which 
largely define bulk recombinative behavior in devices. Var- 
ious experimental methods have been applied for the 
analysis of defect centers. Techniques such as photo- 
luminescence (PL) ,‘*s cathodoluminescence,9 photocapac- 
itance spectroscopy (PCS),8*‘D-rz or deep level transient 
spectroscopy (DLTS)‘*‘“-r5 require electrical contacting 
and/or sample cooling. Contactless measurements which 
are mainly optical methods as for instance electroreflec- 
tance (ER),‘“” photoreflectance (PR),i6 photothermal 
deflection spectroscopy (PDS),” and standard reflection- 
absorption measurements’9’“0 are limited in sensitivity or 
applicability. 

We present here an optical method with enhanced sen- 
sitivity which is achieved by a reflectivity extinction con- 
dition. If in an idealistic view, a semiconductor at photon 
energies below its band gap energy is considered transpar- 
ent (neglecting band tails), a well defined Brewster angle 
should exist for which t.he reflected electric field compo- 
nent polarized parallel to the plane of incidence rp van- 
ishes. The existence of an absorbing center within this en- 
ergy regime would relax the Brewster angle 1aw,21-23 
resulting in a shift of the angle at which dRJd&=O 
(R p : reflectivity for p-polarized light) and in an offset, i.e., 
Rp’ =0.%~3 In real semiconductors and metals, a pseudo 
Brewster angle2” is observed and the band tails result in a 
complex dielectric function E within the energy gap. It is 
therefore of interest to investigate the possibility of identi- 
fying an absorption structure due to defect levels superim- 
posed on band tails by using Brewster angle geometry in 

which the sample can be viewed as a polarizer element 
suppressing s-light components. 

II. EXPERIMENT 

The experimental arrangement is schematically shown 
in Fig. 1. As light source a tungsten iodine lamp with a 
Kratos monochromator was used. The parallel monochro- 
matic light beam is split into a reference and a signal chan- 
nel, detected at D, and D,, respectively. The signal beam is 
polarized parallel to the plane of incidence, using a Glan- 
Thompson polarizer P. The extinction ratio of P is smaller 
than 10v6 in the wavelength range from 215 nm to 2.3 pm. 
The polarized light is focused onto the sample held at an 
angle Q) close to the Brewster angle p& The reflected in- 
tensity is detected by a cooled Si (0.4-l pm) or Ge detec- 
tor (0.8-1.7 pm). The detected signals (01 and D,) are 
processed using preamplifiers (Keithley 428) and a lock-in 
amplifier (EG&G 5210). For analysis of the reflected in- 
tensity and the Brewster angle position, the signal at D2 is 
measured as a function of the angle cp. The measured an- 
gular range near qpB is chosen automatically, by the follow- 
ing procedure: first, the Brewster angle is centered in the 
interval; second, the interval range is chosen such that the 
data from the lock-in amplifier output lie in the range 
0.1-10 V. Depending on the absorption of the material the 
measured angular ranges lie between 1” for weak absorp- 
tion and about 5” for strong absorption. The Brewster angle 
and the intensity at that angle are determined by a para- 
bolic least square fit of the measured angular range. There- 
fore the chosen angular range is also defined by the para- 
bolic approximation condition which is used to determine 
the Brewster angle. The applicability of this appro=ximation 
for reflectivity data near the Brewster angle has been 
shown by Miller et al” The associated reflectivity Rp] (Pg 
was determined by comparison of the reflected intensity at 
‘pB with the signal at the detector D1. The accuracy of the 
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FIG. 1. Schematical drawing of the experimental setup; f.: lamp; M  
monochromator; A: mirror focus unit; Lt, Lz: slits; Ch: Chopper; B: 
beamsplitter; P: polarizer; D,, 4: detectors; 5’: sample. 

method depends critically on the angular resolution of the 

For testing the sensitivity of the method as well as the 

goniometer table on which the sample is mounted. The 

accuracy of the optical elements, the semiconductors 

mec.hanical specification yields a resolution better than 
2 x 10m3 deg for the relative angular position. The influ- 
ence of angle divergence and depolarization are discussed 
in Appendix 3. For the determination of the absolute an- 
gular position an error of smaller than 0.1” has to be as- 
sumed. The absolute position, however, is only important 
for the analytical calculation of the optical constants of the 
material. An assumed error of 0.1” in the absolute position 
yields a relative error of 0.1% in the determination of the 
optical constants e1 and e2. The interrelation between the 
complex dielectric function %  with the measured Brewster 
angle and reflectivity at this angle is given in Appendix A. 
The step motor lim itation results in a resolution of 
4X lo-’ deg. To determine the first and second derivative 
of the measured Brewster angle spectra, an algorithm 
based on a compensation method (quadratic least squares 
fit) was used.” The algorithm also provides the smoothing 
of the spectra in such way that every data point Xi of a 
spectrum was approximated by a parabolic function in the 
interval [xi- &2JiJi+ ,n] ( n: variable index). The forma- 
tion of the first and second derivative was also carried out 
by a Snyder algorithm2’ and compared with the parabolic 
compensation method. Both methods are discribed in Ap- 
pendix C. 

TABLE I. Electronic properties of investigated samples. 
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PIG. 2. CaJcuJated optical properties for a simulated dielectric function E 
generated by Lorentz oscillators. The assumed data for the Lorentz os- 
cillator are chosen such that the optical behavior is similar to the prop- 
erties of CdTe. 

GaAs and InP are investigated. GaAs and InP were ob- 
tained from MCP-Wafer Technology Ltd. (England) and 

The investigated CuInS, crystals were grown with the 

grown using the high-pressure Bridgman method. Table I 

gradient freeze technique” by using argon overpressure 

summarizes the electronic properties of the wafers investi- 
gated. All wafers were polished on both sides with the 
front surface etched. No further surface cleaning was done. 
After mounting in the goniometer sample holder, a nitro- 
gen stream was introduced to prevent oxidation during the 
measurement. For the simulation of the optical properties 
of defects, data of CdTe were used because CdTe has a 
direct band gap of 1.5 eV, very similar to the ternary chal- 
copyrite CuInS2 which is an important solar cell material. 
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‘Resistance of the material too high. 
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7ARP.E II. Assumed data for the Lorentz oscillator to build up the 
spectra in Fig. 2. The given oscillator strengths are relative. The sum of all 
oscillator strength are normalized to 1 in the computer program. 

k Ek 4 Sk k 4 Gk Sk 

1 
2 
3 
4 
5 
6 
7 
8 
3 

10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 

1.50 0.03 0.10 22 1.92 0.32 0.17 
I.JZ 0.03 0.05 23 1.94 0.33 0.18 
1.54 oJ94 0.06 24 1.96 0.34 0.18 
1.56 0.06 0.08 25 1.98 0.35 0.20 
I.58 0.09 0.10 26 2.00 0.36 0.25 
1.60 0.10 0.11 27 2.10 0.37 0.30 
1.62 0.12 0.12 2x 2.20 0.38 0.35 
1.64 0.14 0.12 29 2.30 0.39 0.40 
I .66 0.16 0.13 30 2.46 0.40 50.45 
1.68 (9.18 0.13 31 2.50 0.40 1.00 
1.70 0.20 0.13 32 2.60 0.40 2.00 
1.72 0.22 0.14 33 2.70 0.40 3.00 
1.74 0.23 0.14 34 2.80 0.50 4.00 
1.76 0.24 0.15 3s 2.90 0.50 5.00 
1.78 0.25 0.15 36 3.00 0.50 5.00 
1.80 0.26 0.15 37 3.10 0.50 5.00 
1.82 0.27 0.15 38 3.20 0.50 5.00 
1.84 0.28 0.16 39 3.40 0.80 20.00 
1.86 0.29 0.16 40 3.60 0.80 20.00 
1.88 0.20 0.16 41 3.80 0.80 20.00 
1.90 0.3 1 0.17 42 4.00 0.80 20.00 

Photon Energy i eV 

(25 bar at the melting point) during the growth from its 
melt.“” The cleaved samples were characterized by Debye- 
Scherrer diffraction and Laue diffraction patterns and 
show 11121 orientation.30 

III. MODEL CONSIDERATIONS 

This section provides the basic mathematical expres- 
sions which describe the interrelation between defect ab- 
sorptivity within a semiconductor band gap and the com- 
plex dielectric function i=ei+&. The Brewster angle 
spectroscopy method determines the Brewster angle pE 
and the retlectivity at this angle R,[ PB for p-polarized 
light. Therefore expressions are needed which correlate ‘ps 
and RP] ‘pB with ei and e2. In the modeling procedure be- 
low, the optical behavior, i.e., the spectral dependence of ei 
and Ed, is approximated and the influence of a defect at a 
given energy on $r?B and Rp 1 ‘pB is calculated. Such an ap- 
proach allows for later analysis of the experimental data. 

In a tirst step, we simulate the optical properties of a 
semiconductor with an energy gap of 1.5 eV using the 
established superposition method of Lorentz oscilIators3’ 

FIG. 3. Intluence of a small defect oscillator with various oscillator 
strengths and an assumed damping constant of 50 meV within the 
band gap. 

7 
k 

(1) 

with #k: frequencies of the absorbing centers; I’& damping 
constants; Sk: oscillator strengths. The oscillator strengths 
are taken as a phenomenological measure for the contribu- 
tion of matrix elements and joint density of states (JDOS) 
to the overall excitation and transition probability. Figure 
2 shows Et, E2, Q)B, and Rp 1 qB for a material with similar 
optical properties as CdTe. Due to its energy gap and avail- 
able information on material properties, the simulated be- 
havior can be compared below with the actual optical be- 
havior of CuInS, whose optical properties in this energy 
range are rather unknown. The assumed data for wk, Ik, 
and Sk used to produce the spectra in Fig. 2 are given in 
Table II. R, 1478 and 478 are determined from cl and e2 
using 

d44-t6142+12~,+9 , 11 
with 

(2) 

(3) 
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FIG. 4. Inf luence of a  small defect oscillator with various damping con- 
stants and  an  assumed oscillator strength of sD=lO-’ sas within the 
band  gap.  

InEqs. (2) and  (3),y=sincp,x=cosrp,andrpdenotesthe 
angle of incidence. Details are given in Appendix A and  
elsewhere.“*32 

W e  now consider a  defect energetically located well 
below the band gap energy and  apply the formalism of Eq. 
( 1) for its representation. In F ig. 3, a  defect is assumed at 
hv= 1.25 eV. The  oscillator strength has been varied from 
sD=sEs( 1) to sg= lo-* sns( 1). sss(l) denotes the oscilla- 
tor strength of the ma in oscillator strength at 1.5 eV used 
to produce the optical properties shown in F ig. 2  (first 
parameter set in Table II). Also shown is the band tail 
from the onset of interband transitions. The  figure shows 
that the spectral behavior of e2  is almost identical to the 
corresponding dependence of RP 1  Q ! B. Similarly, the behav- 
ior of et is reflected by the spectral changes of ps. Obvi- 
ously, the reflectivity for p-polarized light at the Brewster 
angle is a  measure for the absorptivity whereas the spectral 
behavior of the Brewster angle itself describes largely the 
refractory properties. The  intluence of the damp ing con- 
stant is displayed in F ig. 4  for the lowest assumed values of 
sD in F ig. 3. The  simulated data show that broadened 
struc.tures are considerably more difficult to detect. This 
indicates that the method could gain additional sensitivity 
if measurements at low temperature are performed. The  
determination of the exact energetic position of a  defect is 
of significant importance for the possible assignment of the 
structure to a  specific point defect in the respective sample. 
F igures 3  and  4  show that the energetic position can be  
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FIG. 5. Determination of the energet ic defect posit ion at 1.25 ev using 
the first, second,  and  third derivative of the Brewster angle 9)~. The  
variations of Q)~ are taken from Fig. 4. 

either determined by a  maximum in Rp) cpB or by the in- 
flection point of qB with photon energy. For very weak 
defect structures a  comparably exact defect position iden- 
tification can be  obtained by using the definition d2pB/ 
dpph  = 0  and  d31ps/dE$, > 0. The  corresponding graphic 
derivatives are displayed in F ig. 5. Therefore, experimental 
data from weak defects have to be  processed for smoothing 
as described in the experimental section (see Appendix C). 
Taking into account the experimental lim itations in the 
determination of reflectivity near  the Brewster angle (see 
Appendix B), it seems useful to determine small defect 
induced changes from the occurring variations in the 
Brewster angle spectra. 

In F ig. 6, three defects are assumed with different 
damp ing constants as parameters, Interestingly, the ditfer- 
ences in To  are quite visible in e2  and  R, 1  (Pi, but are not so 
well resolved in e1  and  rpP It should also be  noted that the 
superposit ion of defect structures which are energetically 
close to each other can result in errors in the identification 
of the defect energy position. This situation is not yet 
reached in the simulation shown in F ig. 6  but would occur 
for larger oscillator strength thus necessitating a  deconvo- 
lution procedure. Also the energetic position of defects lo- 
cated in an  energy range where the band tails are steep is 
shifted due  to superposit ion and  asymmetric defect struc- 
tures are expected. 

The  mode l also allows correlations to the spectral be- 
havior of e1  and  ez and  to predict the corresponding 
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FIG. 6. Influence of three energetically dist inguishable defect oscillators 
with various damping constants energetically located well below the band  
gap  energy.  

FIG. 7. Inf luence of defect oscillators with various oscillator strengths 
near  the band  gap  energy on  E*, R, E,, and  qD The defect oscillator 
energy is assumed 20  meV below the band  gap  energy with a  damping 
constant To= 50  meV. 

changes in ?pB and R, 1  FB for a  defect at Eph= 1.48 ev, jUSt 

below the band edge at 1.50 eV (Fig. 7). Different oscilla- 
tor strengths as indicated in the figure have been assumed 
and it can be  seen that a  pronounced change in the band 
tail absorptivity (IQ is found as well as an  inflection point 
for el at the defect energy. Therefore it should in principle 
be  possible to analyze shallow defects at least in selected 
cases as, for instance, in highly doped semiconductors 
which are otherwise insensitive to electrical field modu la- 
tion techniques due  to their high capacitance. 

IV. RESULTS AND DISCUSSION 

those of the undoped sample (Fig. 8) within the error 
margin. Additional structure at 0.81, 0.87, 0.96, and  1.04 
eV is found in F ig. 9. 

A comparison of the defect positions found for the 
nominally undoped sample with literature data shows that 
the energetic positions at 0.79, 0.99, and  1.20 eV (Fig. 8) 
m ight be  attributed to the EL2 defect family.20J3*34 This 
intensively studied defect class is frequently attributed to a  
(As&,+ variety35 where n  is the number  of centers and  
X defines the six basic lattice defects.3s-37 O ther mode ls of 
defect structures exhibiting As on  a  Ga  position exist33 
showing that the common feature is the deep donor  prop- 
erty of the EL2 ground state occupied with two electrons. 

A. Deep level analysis 

The  speckal changes of P)~ and  its second derivative 
are displayed for GaAs in F igs. 8  and  9. For the slightly 
n-type, nominally undoped material, the data in F ig. 8  
reveal a  series of defect positions as indicated by the ar- 
rows. Defects at 0.79,0.83,0.92,0.99, and  possibly 1.20 eV 
are observed. For a  n-type sample, doped with Sn, the 
measured Brewster angle spectrum and the second deriva- f 
tive spectrum are plotted in F ig. 9. The  processing of these f 73.6 
rather noisy data F ig. 9(a)] is described as an  example for ( undoped ) 

the evaluation procedure and  the formation of derivatives 
in Appendix C. The  second derivative spectrum is shown 0.7 0.8 0.9 1.0 1 .l 1.2 1.3 

at a  higher spectral reduction compared to F ig. 8  and  ex- Photon Energy I eV 

hibits various pronounced features. The  defect positions at FIG. 8. Spectral dependence  of the Brewster angle ~a  and  its second 
0.79,0.84,0.91, and  possibly at 0.99 eV are consistent with derivative for undoped  n-GaAs. 
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FIG. 9. Spectral dependence of (a) the Brewster angle cps for Sn-doped 
n-GaAs and (b) its second derivative; also shown is a noise spectrum (see 
Appendix CT). 

This state has been observed in the photon energy range 
between 0.76 eV and is tabulated at 0.79 eV.38 For high 
pressure Bridgman growth, a value of 0.8 1 eV is reported.39 
Since the hitherto reported data have been obtained at low 
temperature, the change of the GaAs energy gap with tem- 
perature T has in principle to be considered when compar- 
ison with our room temperature measurements is made. 
The data spread at low temperature, however, is of the 
same size as AEJ T) and we therefore tentatively assign 
the signal at 0.79 eV to the EL2*‘+ defect. The signal at 
hv=0.99 eV fits very well with data on the oxidized defect 
EL2+“+ which are reported to lie ~1.00 eV below the 
conduction band edge. *’ The signal at 1.20 eV might be 
very tentatively attributed to the so-called metastable state 
EL2* which has not been observed directly so far but has 
been postulated due to the quenching of the EL2 defect 
signal at low temperature.8’33J35@ The transition 
EL.2 + EL2* occurs at about 1.20 eV and leads to a disap- 
pearance of the EL2 signal. The signal can be recovered by 
annealing to T= 140 K. In the present room temperature 
experiment the visibility of the transition might be due to 
the competition between quenching of the defect by optical 
excitation and thermal healing at room temperature. This 
argumentation, however, is quite speculative as we did not 
specifically study this phenomenon but intend to demon- 
strate the capacity of Brewster angle spectroscopy (BAS) 
to identify defects at ambient temperature. The usual con- 
centration of EL2 centers in GaAs ranges between 5 * lOI 
cm -’ and 2 * 10’” cm-3 in Czochralski grown material.” 
Assuming similar defect densities in our high pressure 
Bridgman grown material, this indicates already the excep- 
tional sensitivity of the method. The features at 0.83 and 
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FIG. 10. (a) Schematic energy level diagram for (a) undoped GaAs and 
(b) doped n-GaAs. 

0.92 eV are attributed to the EL0 and HL8 defect using 
tabulated data.38 

The observation of four additional features in Sn- 
doped n-GaAs might be explained on the basis of the al- 
ready discussed defect levels. Assuming an energetic dis- 
tribution of the Sn dopant of 20-50 meV below E, at room 
temperature [see Fig. 10(b)], the additional structure at 
0.96, 0.87, and 0.81 eV can be explained by transitions 
from deep levels to partly empty shallow donors, The line 
at 1.04 eV cannot be easily explained on this basis. It might 
be attributed to the faint feature at 1.07 eV in Fig. 8 or 
result from a change in the defect distribution due to the 
doping. Figure 10 summarizes the iesults schematically. 
The broader level for the dopant is indicated below the 
conduction band minimum in the lower part of the figure. 

Figure I1 (b) shows the spectral Brewster angle depen- 
dence and the second derivative for nominally undoped 
slightly n-type InP. The noise analysis of the measured 
data are shown in Fig. 11 (a). A series of features at hv 
=0.78,0.83,0.87,0.91, 1.11, 1.20, and 1.28 eV is observed. 
Some of the features are marked by a dashed arrow to 
indicate less pronounced signals. The assignment to tabu- 
lated literature values is possible4’ but the information con- 
cerning these defects (B, El, R, El, C, T, Ed, E3, E8, F, 
and unidentified, respectively ) is rather scarce compared to 
GaAs. We are therefore not going into details at this point. 
The Brewster angle spectrum for Zn-doped p-type InP is 
displayed in Fig. 12 including the second derivative. It 
turns out that the difference to the spectrum in Fig. 11 is an 
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FIG. 11. (a) Spectral dependence of the Brewster angle ‘ps and (b) its 
second derivative of qB for undoped n-InP; also shown is 3 noise spec- 
trum (see Appendix C). 

additional line occurring at 1.02 eV and the missing line at 
1.20 eV in the p-type sample. Zn is known to have an 
energetic position of Ea=Eu+0.05 eV in InP.43 Assuming 
an energetic range of 50-80 meV for the shallow acceptor 
at room temperature it is possible to assign the data for the 
undoped and Zn-doped sample to transitions from the top 
of the valence band and from partially filled Zn acceptor 
levels to deep acceptors as shown in Fig. 13. Since some of 
the defect levels are energetically separated by about 80 
meV (see for instance 1.28- 1.20 eV, 1.20- 1.11 eV, 0.91 
-0.83 eV, O-87-0.78 eV in the undoped sample) the in- 
corporation of a level located energetically approLximately 
80 meV above EL, does not result in a series of new struc- 
ture. The new structure inp-InP at 1.03 eV is attributed to 
a transition from Ea (Zn) to the defect at 1.11 eV in the 
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FIG. 12. Spectral dependence of the Brewster angle qB and its second 
derivative of pB for Zn-doped p-InP. 

InP 

7.35 eV 

-v 

p-InP 

FIG. 13. (a) schematic energy diagram for undoped InP and (b) energy 
diagram for p&P. 

undoped sample and this feature does also fit well in this 
picture. The possible transitions at 0.75 and 0.70 eV into 
the levels at E,+O.83 eV and J&,+0.78 eV (Fig. 11) are 
below the accessible spectral range. The origin of the dis- 
appearance of the signal at 1.20 eV has not yet been clar- 
ified. 

The identification of absorbing deep levels by maxima 
in Rp at angles close to pB is shown in Fig. 14 for a CuInSa 
crystal. Upon increasing the angle of incidence q~ towards 
Q)~= 7 1.247”, structure develops in the subband gap region. 
By changing Q) from 50”, 60” to 65” and then 70”, the defect 
structure increases superlinearly when comparing the 
change in def%t structure from (p=50” to 60”. Also the 
absolute reflectivity values drop by a factor of about 20. It 
is important to verify that the subband gap structure does 
not depend on the angle of incidence to exclude internal 
multiple reflections. The defects identified by the assign- 
ment at the bottom of Fig. 14 are located at 0.80, 0.90, 
0.94, 1.03, 1.13, 1.20, and 1.26 eV. 

From photoluminescence data, the most common de- 
fects in CuInS2 are the acceptor states V,-“, S, and the 
donor levels due to V, at E,-0.035 eV, Ini at EC-O.070 
eV and Incu at E,-0.110 eV.28~30yM8 Using these values 
we can correlate the observed subband gap features in Fig. 
14 to transitions into these partly empty donors of the 
moderately n-type CuInS, sample [grown with In and sul- 
phur excess) if two hitherto not observed defects are as- 
sumed at Ey+0.350 eV (0,) and at Ey+0.625 eV (D,). 
The data then fit excellently into the energy scheme shown 
in Fig. 15. The missing observation of the D, and Dz level 
in photoluminescence is presumably due to nonradiative 
recombination via those levels, possibly even at low tem- 
peratures. The assignment of the D1 and D2 level to specific 
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FIG. 14. The  measured reflectivity Rp for various angles of incidence 
(p= W, 6@, 65: and  W)  for n-CuInS2 grown with In and  sulphur 
GU%?SS.  

point defects is not possible at present and  needs further 
analysis of such samples under  varying condit ioning exper- 
iments3’ 

B. Shallow defect levels 
The  influence of shallow defects on  the Brewster angle 

and  the reflectivity Rp 1  pB has been shown in F ig. 7. In 
particular, for high oscillator strength (SD = 4sEg, curve 5  
in F ig. 7) an  inflection of qB at the defect level and  at the 
band gap energy occurs. F igure 16  shows ‘pB and Rpl pB 
spectra of a  lamellae CuInSz sample with high crystallinity 
as evidenced by reflection high-energy electron diffraction 
(RHEED) and  x-ray diffraction (XRD).29149 The  mea-  
sured data correspond quite well to the mode l spectra 

CulnS, 

n, w5o mw 

FIG. 15. Energy level d iagram for CuInS,. The  defect levels are obtained 
using photoluminescence and  BAS data. 

t . . 1  
1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8 

Photon Energy / eV 

FIG. 16. Spectral dependence.  of the Brewster angle 9s  and  reflectivity 
Rpl pB for intrinsic as-grown CuInS2. 

(curves l-3 in F ig. 7  ) indicating a  comparably low shallow 
defect concentration. These samples are highly stoichio- 
metric and  show a  high electrical resistivity. In contrast, 
F ig. 17  shows the corresponding data for a  sample grown 
with sulphur excess at elevated pressure.30’32 The  sample is 
p-type conduct ing and  it can be  seen that the spectral de- 
pendence of ~1~ resembles the data given in F ig. 7  for a  
high oscillator strength, simulating a  large number  of de- 
fects. An inflection point at the defect energy as shown for 
ypB in curve 5  in F ig. 7  is not observed in the experimental 
data possibly because of a  considerable energetic spread of 
various defects which overlap energetically. The  experi- 
mental data actually resemble better those of curve 4  in 
F ig. 7  indicating an  intermediate concentration of shallow 
defects. Since the sample has been grown with sulphur 
excess, the assumption of Si sites is reasonable. From the 
data in F ig. 15, such a  level would be  located at EVf0.018 
eV. The  comparison of F ig. 7, curve 4  for Q)~ and the 
corresponding curve in F ig. 17  locate the defect position at 
about 1.4 eV. This is a  reasonable agreement  assuming an  
energy gap  of 1.55 eV (see F ig. 15),“8*50 which leads to a  
defect position of Ey+0.015 eV. 
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FIG. 17. The  measured spectral dependence  of the Brewster angle qe  and  
reflectivity Rpj qe  for CuInS, grown with excess sulphur. 
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V. CONCLUSlONS 10 

Brewster angle spectroscopy (BAS) allows the identi- 
fication of defects at room temperature without electrical 
contacting. The sensitivity of the method results from the 
extinction condition for reflection of p-polarized light at 
the Brewster angle and the sensitive changes of the Brew- 
ster angle upon additional absorption in the energy range 
below semiconductor band gaps. In GaAs and InP, defects 
have been identified by BAS in accordance with literature 
data. The changes in the BAS signals from doped GaAs 
and InP samples could be mostly attributed to additional 
transitions between defects and shallow donor and accep- 
tor states. In CuInSz transitions involving the donor levels 
well known from photoluminescence experiments could be 
observed. The data led to the postulation of two additional 
hitherto unknown deep defects in CuInS2. The identifica- 
tionof shallow acceptors in CuInSZ samples grown with 
slight sulphur excess was possible by comparison with 
model spectra. The energetic comparison led to the postu- 
lation of interstitial sulphur located at E,+0.015 eV. 

FIG. 18. Sensitivity card for the Brewster angle pB and the reflectivity Rp 
at that angle. 

R 
P 

=r p=p+ 1~1’ cos2 p--cm &+sin* 9) @GT3 
pp ~++e/*cos2~+cos~(~+sin2~)J2(~+~) 
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APPENDIX A 

Par comparative purposes, it appears meaningful to 
transform the measured data of pE and R, 19)s into the 
well-known optical constants. The interrelation between 
the measured Brewster angle PB and the reflectivity Rp [ qB 
with the optical co&ants e1 and e2 is given by 

1+2 Cos2???B- 161 sin4 1 
and 

g= J-f, C-41) 
/&I2 too, is a function of p’B and RplcpB. 

The refractory index n and the absorption coefficient a: 
are determined from et and es by 

where A denotes the wavelength of the light. 
The development of the functional dependence (pi,+) 

=F(pBRp[pB) is briefly shown here: 
The equation for the reflectivity Rp is developed from 

the complex Fresnel equation rp where the complex dielec- 
tric function of the ambient= 1 and that of the substrate E 

e ax3 Q?- Je-sin2 p 
rp= 

and 

(A3) 

Brawster angle ‘P, I dw 

with 

p*= I El 2-2q sin* cp+sin” p 

and 

K=izl -sin’ ‘p. 

The analytical expression for the Brewster angle can be 
developed from the reflectivity minima Rp, by solving a 
third order equation. 23*32 The Brewster angle for a complex 
dielectric function E is therefore given by 

ipB=arcsin - 14’ 
3(l~l*+a 

I+3+cos(++$) $]I, 

CA51 

with 

+54lE&+544. (A61 

For a minute imaginary part of the dielectric function e, 
Es. (3) reduces to the well-known relation ~8 
= arctan 6. 

Using the experimental parameters Brewster angle 
4)B and the reflectivity R,I +)B the method has a similar 
sensitivity using the ratio (RdR,) I4)& presented by 
Humphreys-Owen.‘9 .’ Frgure 18 shows the sensitivity card 
of the method used here. In this card the two measured 
quantities R, I FB and the Brewster angle 9s form the axes, 
in which families of iso-et and iso+* contours are drawn. 
The sensitivity can be estimated from the spaces between 
the curves for a given scale. Large spacing means high 
sensitivity and vice versa. 
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1. Optical constants derived from Brewster angle vDg 
and reflectivity Rp 1 qg 

Equation (A4) can be rewritten in the form32 

r--s 
Rp=- , 

r+s 
(A71 

where r=p+ [e12x2; s = x(p + y”) I,/=; x=cos q and 

y=sin p. Let Lp = s = 
l-R, 

r 
- , and in the expression for Li 
l+Rp 

with 

X2(/J+3j2(2P+fd 
Lj= (p+lE12x2j2 ’ (A81 

substituted for p and y’ using the minima condition for the 
Brewster angle 

cl’~B= I+i?-Y2B 
2 

YE * 
(A9j 

Rearranging (A8) with respect to (A9j yields an analyt- 
ical expression which is of fourth order in I E 1 2. 

y4(4x4+ lj 
148-146 x4 + Id4 

y6[4xZy’+ Li(y2+ 1>2] 
X6 

2y’OL33+ 1) Y14L; 
+I2 x8 +,lo=o * (A101 

Substituting b = I E( 2 - 
y4(4x4+1j 

4x4 , (AlO) can be written 
in the form 

b4+ub2+ub+w=0, 

where 

(All) 

*=f [4y2x”+ L;(.(v2+1)21 -g (4x”+ lj , 

10 12 
u=q- L;(y’+lj-& (4x2+lj3, 

.+g* (4x2+ 1) (43x2+ L3y2f 112) 

14 3y16 
w=yTu L;+gp ( x Jx2+1j4+& (4x2+1j2 

x(4JX~+L;(yi+lj~j-y~ (4x2+lj(y2-W. 

The general solution can be written as 

Id2 El= 
2 sin2 Q)B 

and 

c2= dw=T 

with 

(A121 

I4 

CA131 

zr, z,, and zs are solutions of the cubic equation 

~+2u2?.+(~~-4w)z+u’=O, 
and determined by 

(Al4j 

p=(u2-4w)-!u2; la5 2 
3 

pu u3-7 U(U2--4Uj -tit”; 

2 
and 

Case I (p < 0 and D<O): the solutions are 

zr=-2Rcos[iarccos(&)I--T, 

z2=-2Rcos[tarccos(&)+;]-7, 

z3=--ZRcos[iarccos(&)+;]--7. 

Case II tp r0 and D> 0): 

it=-2Rcosh[&rccosh(&)]-$, 

z2=R cosh[ i arccosh(&) ] -F 

+i$R sinh[iarccosh(&)\, 

and z3 = e (*: complex conjugated). 
Case III (p> 0): 

zt=--ZRsinh[iarcsinh(&)]--F, 

z,=Rsinh[farcsinh(&)\iq 

+iJ?JR cosh[iarcsinh(&)], 

and 
z3=z;. 

Pigure 19 shows a contour plot of e2 vs e1 for various 
values PB and Rpl qPB calculated according to (A12). The 
graph shows the interrelations between the measured val- 
ues and the optical constants for typical semiconductors 
like GaAs, InP, or CdTe in weak absorption regions. 
APPENDiX B. EXPERIMENTAL LIMITATIONS IN THE 
DETERMINATION OF ps AND 1’3~lq~~ 

The determination of reflect.ivity near the Brewster an- 
gle is limited through the occurring divergence and depo- 
larization of the parallel polarized light of incidence. The 
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FIG. 19. Families of iso- J$,l qs  and  iso-qs contours in the q  -ea plane. 
R,] y?s is the reflectivity at the Brewster angle ~)s for light, polarized 
parallel to the plane of mcidence with assumed values in low absorpt ion 
regions. ps  is the Brewster angle with assumed values from 66” upto 77”. 
This nomogram represents a  part of the analytical solution of Eq. ( 15). 

depolarization ratio (RJRJ of a  G Ian Thompsen prism is 
better than 10;“. The  error in re3ectivity due  to depolar- 
ization can therefore be  estimated to be  10m6 mu ltiplied 
with the reflectivity R, of the substrate. 

Estimation of the error induced by the angle diver- 
gence of the light beam can be  analyzed as follows: around 
the Brewster angle the reflectivity can be  expressed as 

R(F) -R jpB+~(~-pEjf 
Here y7 is the angle of incidence, pB the Brewster angle of 
the substrate, R [ Q?~ the reflectivity at this angle, and  AR 
the difference between R 1  ?B- t, and  R J (Pi The  interval of 
the angle, def ined by 28, lies in the order of 0.2” up  to over 
C, depending on  the absorpt ion of the material. The  ex- 
perimentally resolved refiectivity E at the Brewster angle 
can be  calculated as 

al,B=& I”“‘” R(p)de, 
.p-a 

ARa" 
-R I qB+~=R 1 lpsf 

lRlPPs-4-R14)81 
3  * W I 

Here, 2a  is the interval of angle divergence with aGO. For 
any other angle of incidence 9  inside the interval [cpB& 01  
the experimentally resolved reflectivity is given as 

&x=Rl,.+~R%+a -~B)3+b?-,-Q)~)31, (B3) 

where qXltit lies inside the angle interval L;ps~O]. 
For any angle of incidence cp outside of the interval 

[pBi6] the reflectivity can be  estimated through a  linear 
function for angle divergences in the order of 0.2” or less. 
Linear function approximation, however, means that no  
significant error occurs during a  distribution of symmetri- 
cal angle divergenc.e. In a  first approach, a  distribution of 
l inear angle divergence was assumed. 
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FIG. 20. Error calculations due  to angle d ivergence and  depolarization of 
the beam of incidence. (a) occurr ing errors in the reflectivity through 
assumed depolarization ratios (R, to RJ cnrve 1: 1  x 10  ‘; curve 2: 
5>; 10-q and  curve 3: 1X 10-s. (b) occurr ing errors in the determination 
of reflectivity for assumed angle d ivergences curve 1: 0.06”; curve 2: 0.1’. 
and  curve 3: 0.2”. 

The  resulting errors with assumed experimental lim i- 
tations in the angle divergence and depolarization are 
shown in F ig. 20  (the ideal reflection behavior at the Brew- 
ster angle is taken from the optical constants, shown in F ig. 
2). F igure 20(a) shows the errors in the determination of 
reflectivity through depolarization. F igure 20(b) shows the 
occurring errors by different assumed divergences in the 
beam of incidence. For an  angle divergence greater than 1  
mrad, a  large error in the determination of reflectivities 
below 10V5 occurs. 

APPENDIX C. DATA HANDLING 

To  determine the first and  second derivative of the 
measured data two different algorithms were applied. At 
first, a  compensat ion parabola method in the form of 

was used.‘6  
The  data interval [v _  X N12J...,yX-+N,2] around the data 

point yXi was approximated through the normal equat ion 

cN+b[xl i-a[x21 = [yl 
c[xl +b[x21 -ta[x31 = [xyl 
c[x21 +b[X31 -ta[X41 = [x2y], cc21 

with [x1=X$x, and  b] = B~v,,,j, where k varies from 
(--N/2) to (+lv/21. 

By solving the normal Eq. (C2), the constants a, b, 
and  c can be  revealed in respect of the chosen interval 
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FIG. 21. Influence of the chosen length of interval N to the first derivative 
shown on pGaAs spectrum (curve 1: 10; curve 2: 20; curve 3: 30; curve 
4: 40; curve 5: 50; and curve 6: 60 data points). 

b- X NIz,...,yX+zv,J with N-j- 1 data points. The length of the 
interval N has to be chosen in such a way that the condi- 
tion 

A W,,,/W 
Xj+2--Xi = constant, (C3) 

is fulfilled (equal to: second derivative = constant). 
The second derivative is then given as 

f tij = 26 (01) 

the first derivative as 

f ;.q =2axi-l- h cc51 

and the approximated function value as 

1 
f (.q =f+“&) -2 3f ;:,I* ((35) 

The quality of approximation by the compensation parab- 
ola method can be shown by comparing the calculated 
function values with the measured data. To compare the 
resolved derivations [ (C4) and (C5 )I, a second algorithm 
was used. The algorithm is based on the Snyder algo- 
rithm” to determine the occurring minima/maxima posi- 
tions in a given data range. The derivation of a data range 
can be determined by 

f ;xil = 

where 

WO,Nl, (C7) 

CC81 

with Nb 1. 
By choosing N greater than 1 a slightly smoothing 

effect in the derivation occurs. For determination of the 
minima/maxima position in the spectra, this algorithm is 
much quicker compared to the parabola approximation 
method. But this algorithm cannot be used to determine 
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FIG. 22. Noise analysis of a measured Brewster angle spectra with dif- 
ferent used step width. (a,b,c) spectra with angular step widths of O.i”, 
O.OSq and 0.023 respectively. 

the reflection minimum, which was revealed from the mea- 
sured intensity in a symmetrically angular range around 
the Brewster angle. 

The influence of the chosen length of interval N due to 
determine the first and second derivative is shown in Fig. 
21. 

Noise analysis was applied, using a fast Fourier algo- 
rithm.51’s2 The cutoff frequency window was revealed 
through the related power spectrum. Figure 22 shows as 
example the measured Brewster angle spectrum, the fast 
Fourier transform (FFT) smoothed spectrum and the fil- 
tered noise spectrum. It can be shown, that the statistically 
occurring errors in the determination of the Brewster angle 
lie in the order of the used angle step width. Typically, step 
widths of 0.01”-0.03” with angular ranges of la-5” were 
used, to determine the position of the Brewster angle. 
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